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Abstract 

In medical laboratories, many tests are taken in order to be analysed for providing better treatment to patients. 

During the times of rise of epidemics and pandemics, a mass testing approach for screening the spread of diseases in 

the population is used. Currently, it takes many hours for health workers to manually record tests’ results in systems 

or logbooks. Based on object recognition with computer vision techniques, the OCR engine, and data analysis 

techniques, an efficient novel approach to design the Medical Test Scanner machine has been successfully achieved. 

The machine is designed to scan different RDT types for invalid, negative and positive results for a single or many 

patients at time. The results with the same patient identification number are clustered to be recorded on a single 

patient, and results with the same test type are clustered to be recorded on respective test types. As the RDT types 

are not predefined, all the existing and the future RDTs can be monitored due to the machine automatically 

recording the patient ID, the RDT types and their results dynamically. This machine can be used extensively in 

laboratories and in times of rise of epidemics and pandemics as it eases the work of health workers in recording and 

assessing the test results, laboratory tests management, mass testing, and screening the spread of diseases. 

Keywords: medical test scanner, optical character recognition, rapid diagnostic test, computer vision, python 
tesseract 

1. Introduction 

 
Across the world, in hospitals, clinics, health centres, and in different medical laboratories, they conduct 
medical tests or examinations so that the results are based on healing the patients, providing medications to the 

patients and conducting further research to discover new drugs and other medical procedures. Currently, the 
rapid diagnostic tests (RDTs) are being used extensively due to their easy to use and easy interpretation of test 

results as they take a short time to get the results, and it does not require highly skilled staff to interpret the 
results. They can be used on various types of specimens, including whole blood.  Recently, oral fluid tests have 
been developed that are non-invasive and do not require the use of sharps, making them the great choice to use 

in laboratories. Specifically, RDTs have a special advantage of being used for on-site or point-of-care testing 
in case of emergency care and for first-aid purposes. 
 
In medical laboratories, the tests are labelled on the patient identification number with both handwritten or 

printed text so that the results are recorded on the corresponding patients, and the recording task is done 
manually in logbooks, diagnostics forms, and in systems or databases. There is no machine currently that 

processes a huge number of rapid tests using any kind of technology even though there is an increase rate of 
utilising technology in healthcare service delivery from consultation or diagnosis to surgery as the state-of-the-
art of artificial intelligence makes it easier for automated intelligent machines and systems. In periods of 

epidemics and pandemics, the approach of mass testing the population is used but the time to get the results, 
recording them, and analysing them in order to screen the spread of the pandemic is critical and those who are 
tested have to wait for many hours in order to get their results as still the pandemic is spreading.  

 
This paper is contributing to designing the machine that is going to help to do a mass testing, and solve the 
problem of recording manually the patients’ test results in databases, digitising the medical laboratory 



environment in test results recording, processing, access, management, and visualisation. The results can be 
accessed with database mining methods in order to be visualised, and be integrated with the current medical 

systems so that the patients can access their results online or via SMS as usual, without the work of posting 
results manually by health workers as the test results are explicitly recorded on the respective patient 
identification numbers labelled on the RDTs. 

2. State of the Art 

 
Object detection techniques using deep learning models are potentially capable in handling complex tasks and 
they have achieved spectacular progress in computer vision with the state-of-the-art of artificial intelligence. 

Deep learning models for object detection are based on feature learning, contextual information learning, and 
occlusion handling. Deep learning object detection models[ ] are mainly divided into two categories: (i) two-
shot detection models such as R-CNN, Fast R-CNN and Faster R-CNN and their different variants, and (ii) 

single-shot detection models such as YOLO and SSD. In two-shot detection models, the detection is performed 
in stages, in the first stage; region proposals are computed and classified in the second stage into object 
categories. In single-shot detection models, some methods, such as YOLO, SSD, consider detection as a 

regression issue and look at the image once for detection. The Single Shot Detector (SSD) uses a unified two-
part network, the base network leveraging a pre-trained VGG16 network on ImageNet, truncated before the 

last classification layer to extract high level features, then converting FC6 and FC7 to convolutional layers. In 
the design of this machine, the SSD is used which seems to be a good choice for real-time object detection as it 
runs a convolutional network on input images once and computes a feature map, and its accuracy trade-off is 

also very extremely modest. 
 
In addition to object detection in images, images contain much insightful information that should be needed to 
be analysed or be used for making a decision using computer vision techniques by extracting information from 

the images and processing them into meaningful information by key information extraction.  Extracting data 
like text from an image combines text detection and text recognition. The optical character 
recognition(OCR)[R. Smith.(2007)] engine is the commonly used tool to extract text from images and it has 

been extensively used in many applications[J. Ji and H. Lv. (2021)][Srivastava, S., Priyadarshini, J., Gopal, S., 
Gupta, S., Dayal, H.S. (2019)]. Python-tesseract tool extracts both printed and handwritten texts [J. Memon, 

M. Sami, R. A. Khan and M. Uddin. (2020)].  Apart from extracting features and results from camera footage, 
the test types can be more than one type and each test type has to have its own records for easing the work of 
assessing information by health workers. With Pandas, datasets are grouped based on test types and patient 

identification numbers for reasonable recording of the data and assessment of results purposes. 
 

                      
Figure 1: Features to be extracted from RDT (test type [e.g. COVID-19], ID [patient identification number] 

and test result [positive, negative or invalid]) 



 
[Park, Chunjong, et al.] and other researchers developed mobile applications and devices that scan a single 
RDT and share the information online to specific organisations. This is considered to be a personal use or test 

by test monitoring which cannot contribute much to the situation of the spread of pandemics where the mass 
teasing and screening are needed. During times of epidemics and pandemics, those systems and devices are 
considered to be unreliable. This novel research is going to contribute to solving the global problem of concern 

of mass testing and recording their results at time and real-time data analysis, scanning and recording 
dynamically test results of the future RDTs to come. 

3. Method 

 
The paper presents the best practices of using computer vision, the text extraction tools, and advanced data 
analysis techniques in order to design the Medical Test Scanner machine for mass medical tests scanning, 

results recording and visualisation of results. The work is divided in five key parts: 
(1) Object recognition to check for positive, negative and invalid results; 
(2) Text extraction and manipulation from image to recognise the RDT types and the patient identification 

(PID) numbers; 
(3) Associate the extracted information with corresponding results with error correction, and creating datasets; 
(4) Clustering the patient’s test results based on the identification numbers of the patients (for multiple tests of 
a single patient), and based on test types (when test types); 
(5) Recording in a database and visualising patients’ test results based on clusters. 

 

3.1. Machine Construction 

The proposed machine has two main parts which are hardware and the set of algorithms and models operating 

the all machine functions. Figure 3 shows the detailed block diagram of the proposed machine including the 
subset of it, and the main parameters. 
 

 
 

Figure 2: Machine construction block diagram 
 



 Test panels: Machine has many panels with many slots to support mass testing. Each panel has a 

camera attached to a sliding lane for high speed automated scanning tasks. 

 CPU: All machine functions (scanning, key information extraction & recording), models, and error 

correction methods are performed here. 

 Keypad: The keypad is used in order to set up the focus of the camera, the speed of the sliding lane, 

the lighting system, the number of slots to scan from starting point, and the position of test panels. 

 Display: It is used for displaying the scanning status, errors, and the overall working status of the 

machine. 

 Database: Storing test results of patients, relational database is preferred to store many results on a 

single patient ID. Each test type has its own database table for results assessment purposes. 

 Dashboard: We will visualise the test results on dashboard from a database with data mining 

approaches. TensorFlow.JS and D3.JS library will help to build an interactive real-time dashboard on 
a web browser. 

 UPS: Uninterruptible source is needed because the scanning process must not be interrupted to avoid 

errors in generating final dataframes. 
 

3.2. Overall Workflow Diagram of the Machine 

The machine has two main parts including the hardware and the system. The hardware consists of test panels, 

CPU, and display. The system consists of all computer vision algorithms, models, and tools used for key 
information extraction and processing. Figure 4 illustrates the working principle of the medical test scanner 

machine. 

 
Figure 3: The overall workflow of the Medical Test Scanner machine construction 

 

The workflow diagram shows the working principle of the entire machine and its structure. The raspberry pi is 

the minicomputer which does all computational, data analysis and decision making actions due to its capability 
of being able to accept the deployment of deep learning models into it. Python is the main language in 

developing deep learning models and data analysis. Features extraction is processed smoothly and data 
wrangling and analysis to understand and classify the extracted features so that the dataframes need are 
created. In the scanning process, the error may occur to jump a slot while scanning; this can cause 

inconsistency in creating dataframes. To correct the problem, re-scanning the test panel containing the missing 
rows is recommend and the empty slots considered to be invalid are supressed in order to create meaningfully 
dataframes. 

 



Clustering or grouping dataframes based on some criteria is used to separate the dataframe of different test 
types and assign test results to respective patient IDs. The Pandas, a python tool has to be used for the 

advanced data analysis with Numpy to aggregate the data. 
 

3.3. Machine Operational Algorithm 

The machine operational algorithm describes the workflow process of the system operating on raspberry pi and 

how the hardware part is working with the overall system. The machine operates in four (4) states: (i) One 
patient, one test type; (ii) One patient, multiple test types; (iii) Many patients, one test type (mass testing for 
one disease/epidemic); (iv) Many patients, many test types (mass testing for multiple diseases). The 

operational algorithm of the Medical Test Scanner machine is shown in ALGORITHM-1. 

 

 
Algorithm-1: Operational algorithm of the Medical Test Scanner machine 

4. Experimental Results 

4.1. Parameters setup 
The experiments conducted in this paper are conducted on open source libraries such as Numpy [T.E. Oliphant. 

(2006)], Pandas [W. McKinney. (2011)], Tensorflow (Google) [M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, 

J. Dean, M. Devin, S. Ghemawat, G. Irving, M. Isard. (2016)], Keras A. Gulli, S. Pal. (2017)], and OCR Py-
tesseract. Python [G. Van Rossum, F.L. Drake. (2011)] is a high-level general-purpose programming language 

that can interact with deep learning libraries and the popular wrapper language which powers the Py-tesseract 
OCR engine. The deep learning object detection model which is SSD trained on customised MobileNet 

datasets and data analysis techniques used in this paper are built with it. 



4.2. Experiment and results analysis 

Initially when the machine turns on, it is required to configure some parameters like focus of the camera, speed 
of the sliding lane (scanning speed), lighting level and other related parameters. Once the RDTs are inserted in 
the machine, the machine turns in standby mode waiting for results. The camera feeds the footage to Raspberry 

Pi for results recognition based on transfer learning with an SSD model trained on MobileNet. With OCR 
python-tesseract tool, the test type and patient ID (PID) are extracted from the footage. List of results and 

extracted features (PID & test type) are merged to form one dataset. When there is data missing, the scanning 
process is restarted in order to fix the error.  
 

Table 1. Dataframe generated after features extraction and dataframes merging (first 10 results) 
 

 

Now the dataframe is available, the clustering method based on grouping data in pandas can be done by test 

types and PIDs in order to facilitate recording results by test type or recording results per patient.  Referring to 
Table 1, the two dataframes have been merged to form one main dataframe, the first dataframe contains the 
patient identification numbers and test type of the test taken and the second dataframe contains the test results. 

While we have one dataframe contains all information of patients, we can now manipulate data so that we have 
separate dataframes by clustering or grouping data, each dataframe for test type and the patient IDs are 

associated with their test information (test type and result). Now, the process of recording results in database is 
made easy as there are the separate entries. 
 

In order to visualise the results as the all information are stored in database, the database mining methods are 
used to extract data from database which are processed in pandas as dataframes and are converted to 
TensorFlow datasets so that we have an interactive dashboard in a web browser with TensorFlow.JS and D3.JS 

library.  

 
Extracted features, information details and detailed analysis performed are presented on Table 2. 
 

 

 

 

 

 



 

    Table 2. (a) Clustered based on patient ID                                    Table 2. (b) Clustered by test type 

             
 

Table 2. (c) Split based on test type-Hepatitis C                     Table 2.  (d) Split based on test type-Pregnancy 

                      
                                             
 
The extraction of features has been made separately, the test results, and the PID with test type which involves 
advanced data analysis techniques performed in Pandas. During the training of models and making data 
analysis, it is proven to have high performance but has limitations. Some RDTs have some irrelevant 

information printed on it, during the text extraction process as the test types are not predefined; it causes a 
problem to extract meaningless information so that they can not be classified as test type or PID. The machine 
works well in extracting features on the RDTs of the type presented in section 2, Figure 1. In order to visualise 

the data stored in the database, data mining technique is used and the dataframes are converted to datasets with 
TensorFlow.JS so that we have their access in a web browser. The D3.JS library is a JavaScript library used to 

build an interactive dashboard to display real-time data from a database. 



5. Conclusion 

 

The author proposed the design of the medical test scanner machine based on computer vision 

techniques. The training of models and data analytics have been performed in Google Colab. The 

use of this machine will ease the work of health workers in their daily work in laboratories as 

their task will be to take exams and insert RDTs in the machine only. In the rise of epidemics and 

pandemics, the machine can be used for mass testing and screening the spread of diseases. This 

novel research contributes to the level that the machine will keep being used for any RDT that 

will be produced for any disease to break out in the future due to its dynamic extraction of test 

type non-predefined. The author recommends the manufacturers of RDTs to consider the 

structure of RDTs used in training of the machine during their design in manufacturing the RDTs 

as the best choice for the better performance of the machine because they have only relevant 
information on the scanning side. 

 

To improve the efficiency of the machine in future works, natural language processing 

algorithms will be used for natural language understanding purposes so that the machine will 

have the ability to understand the test type to extract and easily distinguish it from the patient 

identification number. 
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