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1 Introduction

The theory of matching started with Peterson and Koénig and was under a lot of interests
in graph theory with problems like maximum matchings. It was extended to online matching
setting [6] where one population is static and the other arrives according to a stochastic pro-
cess. In the recent years, fully dynamic matching models have been considered where both
populations are random. The importance of matching models was shown through applications
in various fields such as health [1] or ridesharing [2].

We study matching models from a queueing theory perspective, where a supply item and
a demand item arrive to the system at each time step and can be matched according to a
compatibility graph or stay in buffers. [7, Theorem 1] proves that in a matching model where
items arrive one by one, there exists no arrival distribution which verifies the necessary stability
conditions for bipartite matching graphs. This result justifies why we assume arrivals by pairs
as in [4, 3]. We consider that there is a holding cost that is a linear function of the buffer sizes.
Our objective is to find the optimal matching policy in the discounted cost problem and in the
average cost problem for general bipartite matching graphs. For this purpose, we model this
problem as a Markov Decision Process.

Optimality results are scarce, and have been derived for some matching models in the asymp-
totic regimes. An extension of the greedy primal-dual algorithm was developed in [8] and was
proved to be asymptotically optimal for the long-term average matching reward. However,
they considered rewards on the edges, which differs from our model with holding costs. In [4],
the authors considered the asymptotic heavy-traffic setting, and identified a policy that is ap-
proximately optimal with bounded regret using a workload relaxation approach. We consider
the non-asymptotic setting, i.e. we allow for any arrival rates under the stability conditions
established in [3].

2 Contributions

We first consider a matching model with two supply and two demand classes that has a
N-shaped matching graph. For this system, we show that the optimal matching policy is of
threshold type for the diagonal edge and with priority to the end edges of the matching graph.
To prove this result, we use the method of structured policies as described in [9, Section 6.11].
We also compute the optimal threshold for a linear cost function in the case of the average
cost problem. This part of the work has already been published in [5].

Using our insight from the N-shaped matching graph, we study more general bipartite
matching graphs under some assumptions on the costs.



For complete graphs minus one edge, their structure is very similar to the N-shaped graph.
We can define a projection from the former to the latter by considering the two nodes tied to
the missing edge as the end nodes of the N-shaped graph and aggregating the others. Using
this projection and our results on the N-shaped graph, we prove that any policy which is of
threshold type for the diagonal edge and with priority to the end edges after being projected
is optimal. This result assumes that for any state of the system, its holding cost is equal to the
holding cost of its projection.

For arbitrary acyclic graphs, we define extreme edges which are edges such as one of the
two nodes has a degree one. We prove that it is optimal to prioritize and match everything
we can in those edges under the assumption that there is a higher holding cost on those edges
compared to their neighbors (all the edges with at least one node in common). This result uses
a similar technique as the one used on the N-shaped graph.

Finally, we present our work in progress for the W-shaped matching graph where we conjec-
ture that a threshold type policy with priority in the extreme edges is optimal under the
assumption of higher cost on the extreme edges. We define the properties needed to prove the
optimality of our conjecture. We prove that under those properties our conjecture is the optimal
decision rule. We discuss the challenges that arise to prove the preservation of those properties
by the dynamic programming operator. We also present numerical experiments which suggest
that matching in priority the extreme edges is not optimal when we remove the assumption of
higher cost on those edges.
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