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Abstract: For the network, each server computer, and even the terminal system, abnormal
network traffic will cause a lot of CPU time slices and memory space occupation, and cannot
respond to demand services normally. In order to solve these problems, it is necessary to
build an analysis system of network traffic anomaly, which has good functions of early warning,
alarm and traffic processing. This paper proposes a full-flow network abnormal traffic
detection method based on machine learning technology, using machine learning technology
as a classifier and interpreter to detect abnormal traffic data in the network and output a
conclusion report. By importing the network traffic data intercepted from the network into
the database, extracting relevant data from the database, constructing a data frame and data
point collection, and designing a unique data conversion mechanism for the data, and finally
detecting the data points in the data frame and classification and other operations, to obtain
the analysis and explanation of normal data, abnormal data and abnormal behavior after
classification, and output data analysis static report.
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Introduction

Network traffic is a kind of large data set which is common now. It is more and more difficult
to analyze network traffic. Especially when abnormality occurs in the network, the detection
of abnormal traffic is very challenging. Abnormal detection of network traffic can provide
good information for network failures and security attacks to achieve monitoring and
alarming. Nowadays, network security issues cannot be ignored. The traditional method is to
use static rule matching network anomaly detection methods in a dynamic and complex
network environment. It is difficult to detect unknown anomaly types and cannot meet the
requirements of network security detection. Machine learning technology has the
characteristics of self-learning and smoking. It can adapt to the complex and changing
network environment and can detect unknown abnormal types to meet the needs of real-
time accurate detection. Because machine learning system is composed of environment,



knowledge base and execution. The environment provides knowledge information to the
learning system, and then the learning system updates the information of the knowledge
base through some information. Finally, the executive part will complete the task according
to the information of the knowledge base, and feed back the acquired experience to the
knowledge base, so that the executive part has stronger execution ability and higher efficiency.
For the network, each server computer and even the terminal system, the abnormal network
traffic will lead to a large number of CPU time slices and memory space occupation, unable
to respond to the demand service normally. In response to these problems, it is necessary to
build a full-flow network traffic abnormality analysis system based on machine learning
technology to effectively deal with network traffic.

Machine Learning Technology

Machine learning techniques can be divided into multiple categories, such as supervised
learning and unsupervised learning. The former needs to provide samples for training.
However, unsupervised learning is generally aimed at data without labels or difficult to label
by manpower. For example, face recognition technology, there will be many similarities
between people, such as the ontology and imitators of stars, because similarity is difficult to
define, so unsupervised learning is required for clustering.

The main task of machine learning technology has two points: One is classification.
Classification is the task of classifying things into different categories, or to classify labeled
data. The classification is divided into single classification and multiple classification at the
same time. The single classifier assumes that the training data belongs to only one class.
During the training process, the learning objective is a certain function. This function is used
to determine the internal points of the training data as positive and the external points as
negative, and the single classification does not require labels. Multi classification includes
many types, such as DOS, scan, Botnet, etc. The anomaly detection technology based on multi
classification needs manually marked data sets, and can not identify the location attack. The
second is clustering. Clustering is similar to classification, but the difference is that the class is
unknown. By grouping things through the similarity between data, and anomaly detection
based on clustering, it needs a larger cluster to be normal, and a smaller cluster to be attacked
or intruded. Clustering technology is a common method in anomaly detection, including
single chain path clustering algorithm, K-means algorithm and hierarchical clustering
algorithm.

Logistic Regression

Logistic regression algorithm is a special classification algorithm, it has positive class and
negative class, namely: y € {0,1}, where 0 represents negative class and 1 represents positive
class. When faced with a classification problem: y = 0 or 1, the possible situations are:

hg(x) > 1 or hg(x) <0
It is impossible to generalize the results. At this time, we need to use logical regression, and
the results can meet the following requirements:



0<hg(x) <1
Since logistic regression requires our output value to be between 0 and 1, we need to have a
hypothesis function that satisfies 0 < hg(x) < 1:

ho(x) = g(67X)
Where, X is the eigenvector, G is the logical function, also known as the Sigmoid Function,
which is specifically as follows:

8(2) = 1+e?

The specific representation of the logic function on the image is as shown in Figure 1:

Fig.1. Sigmoid Function
The left side of the logic function approaches O infinitely, and the right side approaches 1
infinitely. The output value of the model that meets the needs is between 0 and 1. The function
of hg(x) is to input the given variable according to the set parameters, and calculate the
possibility that the value of the output variable is 1, namely:

hg(x) = P(y = 1|x;60)

Framework

In order to process the flow data obtained from the data set, the data processing tool USTC-
TL2016 is used to process the data in the experimental preprocessing link, including: traffic
split, traffic clean, image generation, IDX conversion. At the same time, the final idx3 file
formed in the preprocessing process is composed of raw traffic bytes, not only the flow
characteristics or packet characteristics. The data of the input model is the original flow data,
rather than the characteristics of manual extraction, which can save labor. End-to-end
framework overview is shown in Figure 2.
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Fig.2. End-to-end Framework Overview

Full Flow Network Anomaly Detection

In order to provide response analysis of dynamic data sources, the machine can use a stream-
based data analysis method to filter, highlight, and summarize data, and filter and summarize
data before it reaches the user. Since end users do not have the ability to manually analyze
each result in large-scale data, they can maximize the effectiveness of each result by using
computing resources, thereby helping end users to analyze. In other words, large-scale data
needs a full flow data analysis method based on machine learning to help identify data and
data trends.

Full-flow Network Anomaly Detection Process Model

First of all, the whole traffic data intercepted from the network is stored in the set database,
the connection with the database is established, and the interface is called to extract the data
flow from the database for analysis. It designs a column based data framework for the
incoming data and processing, and then constructs a collection of data points to be processed.
Each data point contains two parts: Measurement and attribute value, in which measurement
can be used to detect abnormal traffic and attribute can be used to explain abnormal behavior.
Secondly, we transform the extracted data into features, classify the transformed data, use
machine learning technology to identify the abnormal items in the network traffic data, and
analyze and explain the normal data and abnormal data combined with predicate classifier.
The full flow network anomaly detection process model is shown in Figure 3.
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Fig.3. Full-flow network anomaly detection process model

Data Feature Conversion

After the completion of data extraction, we design a feature transformation mechanism to
transform the data in the data framework, so that users can analyze various types of data. For
example, the IP address is converted from string type to numerical type, and the probability
of the combination of source and destination IP addresses of each network traffic in the
statistics data set is stored in the Times column. Setting the data feature conversion function
allows users to encode and analyze data sets in specific fields without modifying subsequent
classifiers and interpreters, enhancing the practicality of abnormal flow detection methods.

Classification Operation

Predicate Classifier

The predicate classifier is used to identify the data traffic with the same attribute and specific
value in the network traffic as outliers. Specific implementation steps: first, select a single
column as a set of metrics, and secondly select predicates, set thresholds, and determine the
metrics of data items one by one. Data items that match the selected predicates and
thresholds are identified as outliers and set to 1.0. Mismatched data items are identified as
normal values and set to 0.0. Finally, the classification indicators are integrated into one
column and added to the last column of the data frame to form a new data frame, which is
saved and displayed in the report.



Data Analysis

The adaptive damping reservoir algorithm is used to realize flow based data analysis. First of
all, by setting a certain size of storage, to keep the entry inserted into the storage, second,
when inserting a data entry, if the storage space is sufficient, then the entry is increased by 1;
The entries are put into the storage at a certain ratio, and the existing entries are randomly
expelled from the storage.

Explain Operation

Interpretation operation is used to classify multiple network traffic data points, group and
summarize the data points, analyze and explain the normal and abnormal behaviors of each
attribute group. Firstly, find all the abnormal value entries and normal value entries in the
classified network traffic data. Secondly, find the attribute combination with the minimum
abnormal support in the traffic data, record the minimum abnormal support, calculate the
risk ratio of the single attribute value of the traffic data, and the minimum risk ratio, so as to
find the attribute combination meeting the following conditions. The member attribute's
abnormal support degree is greater than or equal to the minimum abnormal support degree,
and the risk ratio is greater than or equal to the minimum risk ratio. The attribute combination
is used to build a prefix tree on the abnormal value entry, where the prefix tree is presented
in the way of attribute decreasing, and the attribute combination with the risk ratio less than
the minimum risk ratio in the superior is filtered out. Finally, the risk ratio of each attribute
combination of network traffic data is obtained.

Experiment
Dataset-KDD CUP 99

Data Preprocessing

The data set collected 9 weeks of TCPdump network connection and system audit data. The
original data contains two parts:
1) 7 weeks of training data, including more than 5000000 network connection records;
2) The test data for the remaining 2 weeks contains approximately 2,000,000 network

connection records.
By identifying the data set KDD CUP 99, the data set can be divided into five categories:
Normal, DOS, Probe, R2L, and U2R, as shown in Table 1-1. After completing the identification
work, data cleaning steps are required. There are very few non-compliant data in the KDD99
data set, which need to be checked and then deleted.

TABLE 1-1 KDD CUP 99 DATASET



Identification Type Implication Content

Normal Normal record Normal

DOS Denial of service attack back. land. neptune. pod. smuf. teardrop
Probin Sunelllance and other ipsweep. nma ortsweep. satan

9 detection activities H P- P P P-
R2L lllegal access from remote ftp_write, guess_passwd. imap. multihop, phf, sp
machine v. warezclient, waremaster
Ordinary users' illegal access
U2R Y 9 buffer_overflow, loadmodule, perl, rootkit

to local super user privileges

Feature Conversion

For the discretized data, we need to make a brief analysis and filter the attributes. If the
attribute has no obvious discrimination after discretization, it can be judged that it is less
helpful for the classification algorithm. In this step, num_outbound_cmd, is_host_login, urgent,
su_attempted, num_shell, num_failed_login, num_filecreation, these attributes show a
tendency to be excessively concentrated in a certain range, so they are excluded. A total of
35 attributes were left for classification.

Output Report

After training, 1 normal identification type was identified as normal and 22 training attack
types in the training data set. In addition, 14 types of attacks only appeared in the test data
set. Finally, it is concluded that each connection record in the KDD cup 99 training data set
contains 41 fixed feature attributes and one class identifier, which is used to indicate whether
the connection record is normal or a specific attack type. Of the 41 fixed feature attributes, 9
are of the symbolic type and the others are of the continuous type.

Summary

Nowadays, network security issues cannot be ignored. Generally speaking, there are some
aspects to generate abnormal traffic that causes major network failures: first, denial of service
attack, which is a very harmful and common attack mode, called DOS, distributed denial of
service attack, also known as DDoS. The second is network worm traffic and other abnormal
traffic. The abnormal traffic of these networks can cause the slowdown and paralysis of the
backbone network, which has great harm and destructive power. The main forms are
bandwidth occupation, network blocking, and frequent packet loss caused by failure to send
normal data. In this paper, a machine learning based anomaly detection method for full flow
network can effectively handle traffic. The next step will focus on the research of blockchain
network anomaly detection based on machine learning, and strive to integrate machine
learning technology and blockchain to realize the network traffic anomaly detection
technology on the blockchain.
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