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Abstract
Multimodal remote sensing classification tasks always encounter the data problem of unbalanced feature distributions from
various information sources. In this paper, we adopt the attention mechanism with a cascaded multi-scale training strategy
to enhance the performance feature extraction of one data source. We have utilized the hyperspectral and LiDAR data to
provide the proposed algorithm’s efficiency with multimodal Trento dataset. Finally, we have achieved better classification
performance on the ground object categories with close similarity on height features owing to strengthening the feature
extraction by our methodology.
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1. Introduction
The remote Sensing classification task is one of the most
critical tasks in the earth observation study area. With the
development of the satellite industry and high-efficiency
computation resources, more researchers began to fol-
low the remote sensing classification sector [1, 2, 3, 4, 5].
It is still challenging and complex for us to utilize the
multimodal remote sensing data for more precise classifi-
cation results. One of the most common problems, when
researchers would like to use more modality remote sens-
ing data to help improve the task efficiency, it does not
always work better, introducing more information with
the same algorithm model. One of the illustrations of
this presence is that the feature extracted from diverse
modalities maintains largely different distribution charac-
teristics. This resulted in the original simple model could
hardly distinguish which kind of feature information is
more vital and helpful for the classification task [6]. So
in this paper, we attempt to utilize the attention mecha-
nism to help us gain more high-quality image features to
improve the results. Air-bone Hyperspectral and LiDAR
data have been chosen to prove the proposed algorithm
in this paper [7, 8].

Hyperspectral image (HSI) is equipped with sufficient
spectral information of ground objects due to its broad
wavelength range and high spectral sampling rate. Hy-
perspectral data contains dozens to hundreds of spectral
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bands ranging from visible light to short-wave infrared
bands, which could distinguish the ground objects with
high similarity from the perspective of human vision.
[9, 10] However, coins have two sides, and HSI could
hardly be capable of a high-resolution spatial ratio gen-
erally to centimeter-level. In this case, the single hyper-
spectral data is tough to achieve good performance in
the precise remote sensing scenarios such as ports and
downtown regions. Researchers have investigated the
possibility of introducing LiDAR data to compensate for
the weakness of hyperspectral data in tackling complex
remote sensing classification scenarios. The information
of LiDAR could hardly be impacted by lots of environ-
mental factors such as illumination, wind strength, and so
on with high-accuracy ground object height features [11].
The features converging the precise spectral information
of HSI and height information of LiDAR would improve
the classification performance from the perspective of
physical theory explanation [12].

The attention mechanism has been proved to with
great significance in remote sensing community in the
last research literature when applying attention mecha-
nism into the methods based on deep learning framework
[13, 14, 15, 16].

Before, The methods based on deep learning could
extract more complex and hierarchical features of mul-
timodal remote sensing data, which have been experi-
mented with in recent years with better classification
results than other classical machine learning methods
(e.g., Support Vector Machine, Extreme Learning Ma-
chine) [17, 18, 17, 19]. In this paper, we will introduce
the attention mechanism combining with deep learning
methods to improve the multimodal classification perfor-
mance.
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Figure 1: The architecture of whole algorithm which sepa-
rately extract Hyperspectral and LiDAR feature with CNN.

2. Methodology
We will first illustrate the algorithm framework in this
section and how could we utilise the multimodal remote
sensing data (Hyperspectral and LiDAR data). And then
highlight the main contribution that we proposed in this
multimodal classification framework.

2.1. Algorithm Framework
Following the research work explored before by other
researchers, we still adopt the multi-stream framework
to deal with the multimodal remote sensing data. In the
first step, Hypersepctral data and LiDAR data would go
through different convolutional neural network to extract
their image features. Following the multimodal feature
extraction, the feature fusion strategy is applied here
shown in Fig. (1).

2.1.1. Hyperspectral CNN

Towards high-dimensional hyperspectral data H𝑀×N×K

, we designed a Co-CNN hybrid network for the HSI im-
age to separately exploit two-dimensional spatial and
one-dimensional spectral features. For gaining more ef-
ficient hyperspectral spatial feature, the training input
of two-dimensional CNN has been set as the 9×9 patch
H𝑠𝑝𝑎𝑡𝑖𝑎𝑙

𝑖𝑗 ∈ R9×9 where the core pixel p𝑖𝑗 has been la-
beled with training ground truth. For further learning
rich spectral feature, the one-dimension training sample
H

spectral
𝑖𝑗 ∈ R1×K will be adopted with ground truth.
The 1-D CNN and 2-D CNN are five convolution layers

with batch normalization and ELU (Exponential Linear
Unit) activation function. The batch normalization mod-
ule could provide the training process with higher train-
ing efficiency. Besides, we adopt ELU activation functions
to avoid exploding gradients problems and exceed the
training process. The spatial feature Fspatial ∈ R1×p de-
rived by HSI patches and the spectral feature Fspectral ∈
R1×q will be concatenated at the feature fusion stage.
The fused feature FHSI = [Fspectral,Fspatial] ∈ R1×(p+q)

will go through full connection layer and the Softmax
loss function to predict the classification results.

2.1.2. LiDAR Cascaded Attention CNN

For extracting ground height, we designed a two-
dimension CNN with a cascaded feature extraction mod-
ule with a multi-scaled kernel strategy and attention
module to better enhance the LiDAR feature’s weight.
Given the LiDAR patch image, cascaded block and at-
tention block will help us locate the key edge feature of
ground object height following the procedure. Then ELU
activation and Max Pooling and flatten functions help us
gain the one dimensional LiDAR DSM feature shown in
Fig. (2).

Following the training strategy that the kernel size of
convolution operations descending sort gradually shown
in Fig. (3), in the cascaded block, we maintain the combi-
nation of batch normalization and ELU activation func-
tion to provide an effective and stable training process
and parameters learning results. At the same time, drop-
out operation is highlighted to avoid trained features that
lack multi-scale characteristics.

The extracted multi-scale feature will be fed into the
attention module. It is mainly composed of spatial atten-
tion module and channel attention module. The detail
network architecture is as Fig. (4). The attention block is
mainly composed of the channel attention module and
spatial attention module, and we define the feature ex-
ploited by the cascaded block as F ∈ RM×N×H. Thus,
the whole attention block could be demonstrated as:

F′′ = fspatial
(︀
F′)︀⊗ F′ (1)

F′ = fchannel (F)⊗ F (2)

fspatial
(︀
F′)︀ = 𝜍

(︀
fconv[fAvg

(︀
F′)︀⊕ fMax

(︀
F′)︀])︀ (3)

fchannel (F) = 𝜍 (fMLP[fAvg (F)]⊕ fMLP[fMax (F)])
(4)

where Eq. (1) and Eq. (3) represent the spatial attention
module, Eq. (2) and Eq. (4) represent the channel atten-
tion module. The operation ⊗ represents element-wise
multiplication between features, operation ⊕ represents
element-wise sum between features, operation 𝜍 repre-
sents ELU activation function, fAvg represents average
pooling function, fMax represents max pooling function.

In the channel attention part, we operate max pool-
ing and global average pooling separately for the input
feature, gaining different descriptors, including edge and
smooth features for the ground objects. Separate descrip-
tors will go through a weight parameter shared multi-
layer perception fMLP with one hidden layer which would
help us gain the channel attention map with 𝐻 × 1× 1
data size. Then an element-wise summation will be ap-
plied toward max-pooling and average-pooling features.
Finally, we also follow the network design strategy, allow-
ing fused features to be activated by the ELU activation
function for smoother model training process.

We generate a spatial attention map to highlight the
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Figure 2: The network of LiDAR information extraction, the input of LiDAR data patch will go through the Cascade Block and
Attention Block.

Figure 3: The Cascaded block designs skip connections between convolution layers with descending kernel size to capture
multi-scale LiDAR height feature.

inter-spatial object height information in the spatial atten-
tion sector to enhance the corresponding spatial feature.
The feature separately goes through the max-pooling and
average-pooling layers following the channel axis. Then
we fused these features with an element-wise summa-
tion. The extracted feature along the channel axis is then
convolved and activated by the ELU function to get the

final spatial attention map fspatial (F
′). As shown in Eqs.

(1) and (2), the input feature will be multiplied by fspatial
and fchannel to get the enhanced feature F′′.



Table 1
Quantitative Comparison Results (%) of Different Methods on the Trento Data

Class SVM(H) SVM(H+L) ELM(H) ELM(H+L) Co-CNN(H) Co-CNN(H+L) Proposed(H) Proposed(H+L)
Apple Trees 64.84 64.82 99.54 64.96 99.54 99.44 98.49 99.03
Buildings 73.87 74.13 95.46 78.59 95.46 99.42 94.74 97.80
Ground 63.15 63.15 91.71 64.94 91.71 91.18 99.47 89.04
Woods 94.63 94.70 89.36 95.15 89.36 98.33 99.52 99.61
Vineyard 93.90 93.87 91.32 95.44 91.32 89.24 98.62 96.62
Roads 83.66 84.19 71.63 89.54 71.63 85.45 71.66 93.51
OA 80.43 80.53 87.03 81.49 87.03 92.01 94.28 96.72
AA 85.48 85.59 86.14 86.28 86.14 88.60 89.57 94.89
kappa 85.16 85.24 90.17 85.94 90.17 93.96 95.72 97.54
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Figure 4: The details of proposed attention block: (a) shows
channel module supporting the inter-channel connection of
features; (b) shows spatial module strengthening the inter-
spatial relationships of features; (c) shows the overall archi-
tecture by integrating above two blocks.

3. Experiments
3.0.1. Dataset

In this experiment, we have conducted our algorithm
on the Trento dataset, which contains LiDAR and HSI
information, to evaluate the efficiency of the cascaded
convolutional neural network and attention modules.

Trento Dataset [20] is composed of HSI and LiDAR
DSM data captured in Trento, Italy. The full image size is
600 × 166 with a 1-meter spatial resolution. And the HSI
contains 63 bands ranging from 0.42−0.99𝜇m. The HSI
and LiDAR data are separately captured by AISA Eagle
and Optech ALTM 3100EA sensors.

(c)

(a)

(d)

(b)

Figure 5: Trento dataset used in this experiments. (a) repre-
sents the pseudo-color hyperspectral image display; (b) repre-
sents the grey-scale LiDAR DSM data; (c) shows the training
ground truth samples; (d) shows the testing ground truth sam-
ples.

3.1. Training Settings
Towards Trento multimodal remote sensing dataset, we
have randomly selected half amount of training samples
as the validation data to help optimize the performance
during the training phase. And we have set the training
batch size as 100 and the training epoch as 13.

Fine-tune strategy has been adopted in the multimodal
algorithm framework to improve the performance dur-
ing training. Firstly, separately training the HSI convo-
lutional neural network and LiDAR cascaded convolu-
tional neural network to save the trained model, and then
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Figure 6: Classification maps of various comparison algorithms for Trento dataset. (a) Visualization of used Trento test
samples, (b) SVM (H+L), (c) ELM (H+L), (d) Co-CNN (H+L), (e) Proposed (H), (f) Proposed (H+L).

training the multimodal framework with the saved initial
parameters. Adam has been chosen as an optimizer with
a 0.001 learning rate, and the optimizer parameter is 0.001
when training LiDAR data and 0.0001 for hyperspectral
data. In case of over-fitting the data, we also adopt a
dropout operation in the fusion stage.

3.2. Results
The proposed algorithm has been compared with classic
machine learning methods including SVM [21] and ELM
[22]. Besides we also introduced the fundamental Co-
CNN [23] methods based on CNN to further prove the
efficiency of proposed cascaded attention network. The
final experiment results list in table 1.

As the classification results shown in Fig. (6), the deep
learning based methods achieve better classification per-
formance than classical machine leaning methods on both
datasets. The proposed methods have achieved better
performance on OA, AA and Kappa key metrics.

Our designed framework highlights the LiDAR ground
objects’ height information by utilizing an attention
mechanism and cascaded multi-scale network. As shown
in Fig. 6 (a), (d) and (f), the Co-CNN method does not
perform well (85.45% accuracy) in the class of the road,
in which several pixels have been classified as buildings
because of lacking a specific height LiDAR feature. Be-
sides, roads are easily predicted as ground owing to a
similar height between road and ground class. Our pro-
posed methods focus both on LiDAR contextual spatial
info by multi-scale cascaded network and attention mech-
anism to enhance precious LiDAR info to achieve 93.51%

accuracy.

4. Conclusion
In this paper, our proposed cascaded attention convo-
lution neural network has better solved the problem of
using the multimodal feature with different distribution
characteristics high-efficiently. The LiDAR data lack suf-
ficient features when fused with hyperspectral on the
feature level, which might harm the multimodal clas-
sification task. Our method has achieved outstanding
performances on easily confusing categories and overall
accuracy compared with classic machine learning meth-
ods (SVM and ELM) and other deep-learning-based meth-
ods. In the future work, we will continue to explore the
perspectives of how to strengthen the weight of remote
sensing sources with the weak feature or how to find a
more general way to augment the weak source data for
better utilizing contrasting multimodal characteristics.
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