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Abstract— Appropriate land use planning is one of the new 

frontiers of sustainable development, particularly in the context 

of fast developing cities. Most land use classification systems, 

especially those that rely on visual interpretation and 

rudimentary image processing, continue to face difficulties 

accommodating the sophisticated, extensive datasets produced 

by contemporary remote sensors. This study investigates the 

new techniques of land zoning utilizing space images in 

conjunction with machine learning algorithms, in this case, 

neural networks, for the automatic classification of various 

types of land and fitting them for the purposes of agriculture, 

urbanization and industrialisation. 

In the project, a specific land cover type classification model 

has been created, trained, and tested with Sentinel-2 and 

location centered satellite data. By the use of high resolution 

images this approach allows classification of some vital land 

cover use categories i.e. barren land, vegetation, and water. In 

order to increase comprehensibility and guide further analysis, 

the classifications are superimposed on the respective images 

with every land type annotated and discussed. It shows how 

remote sensing data integrated with machine learning can solve 

land zoning issues efficiently, reliably and in a scalable manner 

helping to make economy and environment friendly land use 

decisions. 

Keywords—Land zoning, satellite imagery, machine learning, 

neural networks , sustainable development, remote sensing, urban 

planning, environmental sustainability. 

 

I. INTRODUCTION  

One of the most important aspects that features in the 
urban planning process is Land zoning, this makes it very 
paramount for environmental management as well as the 
sustainable development of urban areas since different land 
areas are planned for specific uses e.g. Agricultural land, 
industrial land, residential land, conservation land, etc. How 
people utilize land has evolved with time, moving from 
manual maps and local historians to historical records that 
take too much time and effort as well as increasing chances 
of error or inconsistency with each new development. Rather, 
when zoning became increasingly needed and the need for 
effective land management policies became apparent, these 
primitive practices could not satisfy anyone's needs or 
objectives. 

We depict high expectations on recent breakthroughs in 
high-resolution satellite earth observation images combined 
with cutting-edge machine learning technologies to 
revolutionize the process within the current marketplace. For 

many years now, satellite images have facilitated the 
acquisition of vast areas of land, providing relevant data on 
various aspects of the area, including vegetation, water areas, 
settlement infrastructure, and soil types, among hundreds of 
different attributes. 

Using high resolution satellite images in conjunction with 
neural networks to automatically classify and zone lands is 
the main focus of this paper. Considering the accessibility of 
the open-source software and publicly available datasets such 
as Sentinel 2, this model applies remote sensing, decision rule 
and image interpretation in determining land cover including 
these targets: vegetation, barren land and water bodies. This 
methodology has the advantage of making less cumbersome 
the conventional practice of zoning and offers an 
environment friendly scalable solution to policy makers and 
land planners. Related work, the neural networks based 
approach, outcomes of the study as well as the scope and 
relevance of the idea for sustainable land use management are 
presented in the subsequent sections of the paper. 

. 

II. LITERATURE REVIEW 

 Land-use change and degradation on the Mongolian 
Plateau from 1975 to 2015 have been analyzed by Batunacun 
and colleagues [1], highlighting significant environmental 
impacts in the Xilingol region. Their findings underscore the 
dynamic interactions between human activities and land 
degradation, offering valuable insights into sustainable land 
management strategies. 

 

Belgiu and Drăguț [2] conducted a review of random forest 
applications in remote sensing, demonstrating its versatility 
and effectiveness in various land cover classification tasks. 
They emphasized the algorithm's ability to handle high-
dimensional data and its relevance in environmental 
monitoring. 

 

Breiman [3] explore the foundational concepts of 
Classification and Regression Trees (CART), providing a 
comprehensive framework for decision tree algorithms that 
have become pivotal in machine learning. This work lays the 
groundwork for understanding model complexities and is 
essential for researchers employing tree-based methods in 
various applications.  

  



Breiman [4] introduces the concept of bagging predictors, a 
technique aimed at enhancing the stability and accuracy of 
machine learning algorithms. This method significantly 
mitigates overfitting and improves predictive performance, 
making it a vital reference for those working with ensemble 
methods in data classification.  

 

Chen and colleagues [5] enhanced land cover mapping by 
integrating pixel-based and object-based classifications from 
remotely sensed imagery. Their approach reveals the benefits 
of combining methodologies to improve classification 
outcomes, indicating that such integration can lead to more 
accurate and reliable land cover maps. 

 

Ojwang and team [6] presented an integrated hierarchical 
classification approach for mapping land use in complex 
social-ecological systems. Their research highlights the need 
for multi-layered analytical frameworks that account for 
diverse ecological factors and socio-economic influences, 
showcasing the potential of machine learning in 
understanding intricate land use dynamics. 

 

Bayas and team [9] investigated land use classification using 
Sentinel-2 imagery, applying various machine learning 
algorithms. Their study demonstrates the effectiveness of 
different approaches in achieving high accuracy in land cover 
mapping. 

 

Gómez and colleagues [10] reviewed optical remotely sensed 
time series data, emphasizing its significance in tracking land 
cover dynamics over time. Their study provides insights into 
the methodologies and technologies that facilitate effective 
land monitoring. 

 

Weng [11] explored the use of transfer learning with deep 
convolutional neural networks for land-use classification, 
showcasing its potential to improve accuracy in scenarios 
with limited training data. The study illustrates how 
leveraging pre-trained models can enhance classification 
performance significantly. 

 

Feng’s [12] research on urban zoning employed higher-order 
Markov random fields, revealing the complexity of urban 
land use. The study integrates multi-view imagery data, 
emphasizing the advantages of statistical models in 
understanding urban dynamics. 

 

Kerins and colleagues [13] analysed urban land use in India 
and Mexico, emphasizing the interplay of socio-economic 
factors with remote sensing techniques. Their research 
provides a comprehensive overview of urban expansion and 
its implications for regional planning. 

 

Mitra and Basu [14] conducted a survey on machine learning 
and deep learning techniques for land cover classification. 
They highlighted the evolution of methodologies and the 

challenges faced in achieving accurate land cover maps, 
advocating for the continued development of robust 
classification algorithms. 

Tung and team [15] examined urban expansion in Hanoi 
using machine learning and multi-temporal satellite imagery. 
Their findings shed light on urban growth patterns and the 
effectiveness of remote sensing in monitoring changes over 
time. 

Ouchra and colleagues [16] examined the application of 
machine learning algorithms for land cover classification 
using Google Earth Engine, emphasizing the platform's 
efficiency in processing large datasets. Their study highlights 
how cloud computing technologies can facilitate advanced 
analysis and improve the scalability of remote sensing 
applications. 

Kussul and collaborators [18] explored deep learning 
techniques for crop type classification, revealing the high 
accuracy potential of convolutional neural networks in 
agricultural assessments. Their research highlights the 
transformative impact of deep learning on remote sensing 
applications. 

 

III. PROPOSED METHODOLOGY 

This paper uses Neural Network (NN) methods to 
discriminate between barren land, water, and vegetation land 
cover in a satellite image. The authors use sentinel-Satellite 
images and prepare three folders labeled barrens, water and 
vegetation. Image preprocessing involves normalizing and 
resizing images to 256 by 256 pixels so as to ensure 
uniformity in the size of the input dimension. The model 
neural network is built in sequential order and starts with the 
Flatten layer that restructures image size of 256 by 256 by 3 
into one large array. A Dense layer with 128 units and ReLU 
activation follows to enable feature capturing. The last Dense 
layer employs softmax and its activation to saturate the 
number of land cover classes, enabling multi-class 
classification. 

Two callbacks are included in order to make the training 
more efficient. When the validation loss has flatlined for three 
epochs, the ReduceLROnPlateau callback reduces the 
learning rate by a factor of 0.5, while the EarlyStopping 
callback stops the training and resets to the best model 
weights if the validation loss has not improved over the three 
most recent epochs. With the Adam optimizer and categorical 
cross-entropy loss, the accuracy is set as the primary metric 
within the model. For increasing generalization, random 
rotations, random shifts, and random flips are performed 
during training. Each training session lasts for 10 epochs with 
an 80-20 training-validation splitting.  

After training, the model is assessed using the test set and 
test loss and test accuracy as performance metrics. To draw 
attention to the barren land, vegetation, and water areas, 
overlays classifying the respective parts of the original 
images are placed for every type of land cover. Such ways of 
presenting the results give useful information and make the 
interpretation of the model more convenient for its use in 
urban planning and resource management. 

 



IV. DATA COLLECTION 

The data collection phase of this study involves high-
resolution satellite imagery, sourced from publicly accessible 
platforms such as Sentinel Hub, Earth Explorer and Kaggle’s 
web maps were used for satellite image data collection in this 
study.  

Satellite images available on these platforms include spectral 
bands that help distinguish between three major types of land 
coverage, which are barren land, vegetation, and water 
bodies. In this case, the images depict areas quite different in 
land cover and therefore can be employed for computing 
through patch-based analysis, which is one of the most 
helpful methods of identifying various regions. Such an index 
and a range of other spectral data incorporated into modeling 
the neural network are also expected to assist in its training 
and validation. By using the images of the target area from 
the Kaggle website, we present a broad spectrum of the 
samples in the study making it easier for the classification 
model to fit a wide array of the different terrain and land 
coverage characteristic of the world's regions. 

 

        

Fig 1: Sample Satellite Image from Sentinel-2 Dataset (Water Region) 

 

 

V. DATA PREPROCESSING 

     The Data preprocessing is the most important part when 

developing a Neural Network for image classification. First, 

the dataset was loaded, which contained the images organized 

in specific directories. Every image was resized to a standard 
dimension of 256x256 pixels. This is an important step 

because the model would have consistent input and therefore 

the Neural Networks could treat images uniformly across 

batches. 

 

After the resizing, the normalization process is followed by 

scaling down pixel values lying between 0 and 255 by 

division with 255.0. This step plays a very important role in 

adjusting the pixel values in the range of [0, 1], which also 

assists in enhancing the rate of convergence of the 

optimization algorithms employed during the training 

process. The reshaping of images gives it a new dimension 
and, therefore, changes the data format to match the expected 

input shape of the model. This reshape is critical since it 

enables the model to handle batches of images in an effective 

manner both during the training as well as the evaluation 

phases. 

 

These preprocessing techniques-loading, resizing, 

normalization, and reshaping preprocess the dataset 
appropriately for further processes in training a model. Thus, 

a perfect feature extraction and learning of the Neural 

Networks from the input data will be assured, hence leading 

to better accuracy of classification and generalization 

capacity of the model. 

 

 

VI. MODEL DEVELOPMENT 

 For classification of the land cover types in the current 
study, we adopted the use of a neural network model. The 
first stage was data preprocessing which was classified into 
subdirectories for various land cover categories. We set the 
path to the dataset, and obtained the class labels from the 
names of the folders. Next, using more formal manners, we 
obviously gathered paths to images as well as their labels so 
that the dataset would be as structurally correct as possible 
for further processing. After verifying the total number of 
images collected, we split the dataset into three subsets: The 
proposed partition of sets is as follows: training—70%, 
validation—10%, testing—20% In this work, classes are 
divided into sets strategically.  

 For this purpose, we utilized the ImageDataGenerator 
class from Keras, which rescales pixel values and creates sets 
of images in batches directly at the directory level. This made 
it easier in terms of preprocessing and batch creation of every 
subset of the data we had starting with the training, our 
validation subset and the final test subset. The Q-learning 
automata neural network architecture was designed in Keras 
with a set of input layers along with several dense layers.  

 These structures allowed features elucidated from the 
input images to be learned by the model. The output layer 
used the softmax activation function of estimating the 
probabilities of classes of different land covers. Following 
this model’s definition, we used the Adam optimizer and 
categorical cross-entropy as the loss function. To improve the 
training’s stability and prevent overfitting, we regularized 
callback features as EarlyStopping and ReduceLROnPlateau. 
The model was trained for 10 iterations with the validation 
data used in performance check during the training process. 

 

 

   Fig 2: Model Summary 

 



 

 

 

 

VII. RESULTS AND VISUALIZATION 

  

The objective of this study was to design a neural network 
model that successfully gives good classification results of 
Barren, Vegetation, and Water categories from satellite 
images. The model also thus went through stringent training 
and validation and the accuracy of the model was checked 
using the validation dataset and it was found to be 97%. This 
performance shows the effectiveness of neural networks for 
the monitoring and forecasting of the environment in order to 
make use of and plan for land correctly. 

 To confirm the assessment of the model, area coverage 
percentages were computed using the patches classified from 
the test image “Water and Vegetation.jpg”. The analysis 
yielded the following area coverage percentages, for Barren 
land only 2.6 %; for Vegetation only 46.75%; and for water 
only 50.65%. These results suggest that Vegetation and 
Water forms a significant part of the observed region and 
hence a broad understanding of the land cover base. The 
forecasted results were in fact depicted using color overlays 
on top of the raw pictures in the form of masks.  

The highlighted predictions are shown in Figure 8 which 
represents the red areas as Barren land, yellow as Vegetation 
and blue as Water cover. From this visualization one can 
easily harvest that the model is capable of providing the right 
classification of the given land cover. However, there is some 
variability in the results associated with the patch-based 
prediction approach. The restricted analysis was determined 
only on the identified land cover classes and without making 
any consideration to the potential modifying factors in the 
imagery. 

 

 

 

 

 

 

 

 

Visual representations of the predictions were created by 
overlaying color-coded masks on the original images. Figure 
8 illustrates these highlighted predictions, with red regions 
signifying Barren land, yellow regions denoting Vegetation, 
and blue areas indicating Water coverage. This visualization 
clearly demonstrates the model's capability to accurately 
identify and differentiate between various land cover types. 
The application of color-coding enhances the interpretability 
of the results, allowing stakeholders to quickly assess land 
cover conditions. 

 

          

       Fig 4: Accuracy over Epochs 

                 

           Fig 5: Loss over Epochs 

 

Fig 3: Model Architecture 

 



 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

VIII.  CONCLUSION 

 Neural network models for classification of land cover 
data from satellite images can be advocated as a promising 
approach to the efficient management of resources on the 
territory. This research further highlights that high client 
satellite imagery enables precise demarcation between 
Barren, Vegetation, and Water classes of change in land 
cover. This work has the advantage of learning from multiple 
images and the model ability to refine its predictions from the 
new data base that may be advanced in the future. 

The normalized area coverage percentages of the various land 
cover types help the stakeholders to make the right decisions 
while planning the use of the land as well as conversing the 
natural resources. The combination of scoring metrics for 
suitability assessments also provides the tool’s end-users with 
a framework for examining strategies relating to land 
management to ensure sustainable usage in relation to 
development objectives. 

 

 

   Fig 7: Metrics Coverage 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Furthermore,  

 

using images to highlight the extracted classifications makes 
it easy for users to understand sophisticated results and enable 
the transition from ideas to solutions. This work demonstrates 
how neural networks and remote sensing techniques can 
improve the practices of land management and support the 
improvement of other activities aimed at the development of 
sustainable processes. 

 

a.  
Fig 8: Highlighted Predictions 

 

 

 

 

 

 

 

 

 

 

Fig 6: Epochs Showcase 
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