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Potential Candidate selection using Information
Extraction and Skyline Queries

Abstract. Information extraction is a mechanism for devising an automatic
method for text management. In the case of candidate recruitment,
nowadays different companies ask the applicants to submit their
applications or resumes in the form of electronic documents. In general,
there are huge numbers of resumes dropped and therefore the volume of the
documents increases. Extracting information and choosing the best
candidates from all these documents manually are very difficult and time
consuming. In order to make the recruitment process easier for the
companies, we have developed a framework that takes the resumes of
candidates as well as the priorities of the employer as input, extract
information of the candidates using Natural Language Processing (NLP)
from the resumes, rank the candidates according to predefined rules and
return the list of dominant candidates using sky line filtering.

Keywords: Information Extraction, natural language processing,
skyline query, candidate selection.

1 Introduction

Information extraction (IE) infers the process of automatically gisting of
information  in a  strucutred way  fromunstructured and/or  semi-
structured machine-readable documents. The task involves the utilization
of natural language processing (NLP). The present purpose of IE refers to the
growing amount of information available in unstructured form [1].

Nowadays huge volume of documents are found online and offline. Extracting
information from these vast volumes of data manually is time consuming.
Moreover generating some pattern from the extracted information has recently
been a new challenge and prime concern of the modern technological era.

Recruitment is the process of searching and selecting best candidates for filling the
vacant positions of an organization. Recruitment process requires planning,
requirements setup strategy, searching candidates, screening the candidates
according to the requirements and evaluation of the candidates. These steps are
usually conducted by the Human Resource (HR) department of any company.



Whenever there is a job opening for the vacant positions, large amount of
applications are dropped. Searching and screening the best candidates from these
applicants after assessing the ablites and qualifications manually takes huge
amount of time, cost and effort of the HR department as the volume of data are
big. If we can develop an efficient system for extracting information from the
resumes of the applicants and process these information in an automated way, it
will ease the work of the HR management. An automated system for choosing the
potential candidates that best suits the position’s requirements can increase the
efficiency of the HR agencies greatly.

Therefore, in order to make the recruitment process easy, effective and automated,
we have developed a framework of potential candidate ranking system. To
perform this task we have chosen a domain of document information extraction
which can be helpful in choosing the best potential candidates for any job
openings i.e. CV/resume document. This development task involves the
information extraction based on natural language processing i.e. tokenization,
named entity recognizer (NER) and utilizes skyline query processing for candidate
scoring and ranking which works well in filtering the non-dominating objects
from database and also makes a new addition to this domain.

So the objectives of the systemdevelopment can be summerized as follows:- 1) To
design an efficient information extraction system from documents like curriculum
vitae, 2) To generate scores on different features based on extracted information,
3) To perform appropriate filtering of information using skyline queries and 4) To
generate proper ranking system for candidate selection.

The rest of the paper is presented as follows: In Section Il related works of the
candidate ranking system development has been portrayed. The system
architecture and design is elaborated in Section IIl. Section IV represents the
implementation of our work with some experimental results. And finally, a
conclusion over the work has been drawn in section V.

2 Related Work

D. Celik [2] proposed an information extraction system for candidate selection
where the information extraction was based on ontology. The proposed
methodology used Ontology-based Resume Parser(ORP) to convert English and
Turkish documents into ontological format. The proposed method constructed
seven reference ontologies to extract the information and categorize them into one



of these ontologies. Though the methodology worked good on information
extraction but it did not describe any score generation mechanism to rank the
candidates.

Another form of candidate selection was proposed by S. Kumari et. al. [3] where
candidate selection was done by using Naive Bayes algorithm for classifying the
candidate profiles. They also considered employers importance criteria. No
description given of how the information extraction are done. Also it requires
GRPS connection every time as it is online based.

R. Farkas et. al. [4] worked on a method of extracting information for career portal
where the information of applicants’ are stored in a uniform data structure named
HR-XML format. They used a CV parser to automatically extract data from the
CV. 1t is basically template specific method and doesn’t work for all formats of
documents.

In [5], the authors used a hybrid cascade model for information extraction from
CVs. In the first pass, the proposed method segments resume using Hidden
Markov Model. The second pass uses HMM and SVM to extract further detailed
information. The cascaded pipeline suffers from error propagation i.e. errors from
first step are passed in the second pass and the precision and recall value decreases
subsequently.

Information is extracted from resumes using basic techniques of NLP like word
parsing, chunking, reg ex parser in [6]. Information like name, email, phone,
address, education qualification and experience are extracted using pattern
matching in this work. Some other online resume parsers are found in [7, 8].

A two step resume information extraction algorithm is developed in [9]. In the
first step, raw texts are retrieved as resume blocks. Then in the next step they
developed a mechanism to identify the fact information from the resume like
named entities.

There also have been developed some works using skyline queries. [10], [11] &
[12] describes some algorithms for processing skyline queries with their
implementation.

S. Patil et. al. [13] developed a method for learning to rank resumes with the help
of SVM rank algorithm. In [14], X. Yi et. al. applied a Structured Relevance
Model to select resumes for a given post or to choose the best jobs for a given
candidate based on their CV. In [15] job narration are transformed into queries



which are then searched in a database of Dutch CVs. The best-ranked candidates
gets selected automatically from these queries. Some authors exploit additional
information like social media information along with information gained directly
from resumes [16]. Moreover, [17] takes consideration of data collected from the
LinkedIn profile and personality traits from the personal blogs of the candidates.
In [18], digital resumes of candidates are generated by extracting data from social
networking sites like Facebook, Twitter and LinkedIn. Candidates are evaluated
based on their digital resume and ranked accordingly. In [19], CVs are filled in a
predefined format and the scoring and ranking process is based on Analytic
Hierarchy Process (AHP).

Though many works have been developed for candidate ranking, the use of
skyline query in this sceneraio is relatively new approach and we have
implemented this novel approach in our framework.

3 System Architecture and Design

The proposed framework works in 4 modules: Document processing module,
Query Execution Module, Analysis & Output module and Storage module.
According to figure-1:

3.1  Processing Module

Document Input. First we will need to input the resumes in the interface for a
specific job id. After documents are being fed to the system in processing module,
information extraction process begins and we used a NLP module named spaCy
[20] for the rest of the processing steps. Suppose, we have fed the following
resumes in the system:
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Fig. 1. System Architecture of Potential Candidate Selection
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Fig. 2. (a), (b), (c) Sample Resumes

Conwersion to Text. The standard format of resumes for our system is considered
english resumes in PDF format. At first we need to convert the pdf into plain text
using UTF-8 encoding. UTF-8 is a compromise character encoding that can be as
compact as ASCII (if the file is just plain English text) but can also contain any
Unicode characters (with some increase in file size). UTF stands for Unicode

Transformation Format. The '8 means it uses 8-bit blocks to represent a character.

The number of blocks needed to represent a character varies from 1 to 4 [21].




Tokenization. After conversion to text, now we have our necessary text file. We
start reading the text file and tokenize the whole document. Tokenization is the
process of splitting a document into its smallest meaningful pieces named tokens.
Tokenization is done using the language rule i.e. removing the white space,
checking the exception rules like punctuation checking, abbreviation rules etc.

Named Entity Recognition. Named entity recognition (NER) is the most
important task to do next. The success of the extraction process mainly depends on
the accurately recognized entities from a resume. The subtask of information
extraction that seeks to locate and classify named entity mentions in unstructured
text into pre-defined categories such as the person names, organizations, email,
phone, address, time, quantities, numeric values, etc. can be defined as Named
entity recognition [22]. We are considering 12 criteria for information extraction-
university, degree, major, result, experience, publication, skill/others,
training/certification and personal information (name, date of birth, email, phone
etc.).

A statistical model is used to classify our desired entities in a standard resume like
name, date of birth, email, phone number, university, education, major,
publications, experience, skills, etc. The NER training model is designed using
incremental parsing and residual CNNs. In case of training our model (Fig. 3.)
with the desired annotation we used resumes in JSON format.

Training data
S, GRADIENT Model SAVE Updated
.. lapel > Model

PREDICT

Fig. 3. spaCy’s NER model training process (Source: [23])

At first we have to manually annotate our training data in JSON format (2). Then
we load or build the NER model (step 4-6). For training the NER model with our
custom entities, now we add the labels for each annotations (step 11-15). For
starting the training of our NER model, we must disable other pipeline
components like tokenizer, tagger of spaCy (step 16). Then we shuffle and loop
over our training examples (step 18). At each word the model makes a prediction.
It then consults the annotations to see whether it was right. If it was wrong, it
makes adjustment of the weight so that the correct action will score higher next



time (step 19). Then we save the model (step 21) and test it to make sure the
entities in the test data are recognized correctly (step 22).

The adapted algorithm of spaCy’s NER training module is provided below:

Algorithm 3.1: Named Entity Recognition Training
Input: Tokens of the resumes
Goal: To identify the named entities required for information extraction
Begin
Annotate the training data manual ly
Initialize the annotated model, no. of iterations, output directory path
If model not loaded do
Load the initialized model
Endif
If ner pipeline is not set do
Create ner pipe
Add the ner pipe
10. Else get ner pipe
11. For annotations in training data do

©COoON>O AWM E

12 For entities in annotations do
13. Add labels of entities
14, End for

15. Endfor

16. Disabling other pipeline, begin the training
17. For iterations in range do

18. Shuffle the examples in batches
19. For each example update the model
20. Endfor

21. Save the model in the output directory
22. Testthe model with the test data

After the validation of the training of the NER model, now we use this model to
extract the values of the entities trained from the resumes. The recognized entity
values are stored in a row of a table for each candidate in the storage module. If
we send the sample resumes of Fig. 2. in the NER model the table of the extracted
information take the form like below:

1 Name Eml Mo DatofBit ey Degee Mejor (G Sl

LA ate@gmalon I6RTESH 300883 Chitagong Uty of Enneeingand Tetoogy 85 Computerience Engesig CGPA: 381 C# C4 Pthon M
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4.t Ryt e taeesdgmalcom, 83017LTAS6D L1119 BuadehUnvesyof xneeingan Tetmooy B¢ CilEngeeivg 6P 24 MATAB R P,

@)



J K L M
Skills Total Experience Publications Certifcations
C#+, C# Python, Html, Javascript Total Year of Experience :3.7Year(s| Computer Science and Enginegring Research Journal (CSERI) International Conference
Image Processsing Total Yearof Experience 4 Yearls) I
MATLAB, R Project, AvcGIS, VisSim, EPAnet Autol__ nternational Conference, International Conference, CCNA

(b)
Fig. 4. (a), (b) Expected extracted information

3.2  Query Execution Module

Standard Scores and priorities setting for each criteria by Recruiter. In the
Ul, employers set the standard scores required to evaluate the abilities of the
candidate according to their job criteria. Each criterion gets a value and a weight
for a specific keyword. The weight represents the relative importance or
prioritiesof the specific criteria and value represents the variations of the score of
each criteria. Keyword gives the matching criteria i.e. which information to be
satisfied for scoring. These standard scores are stored in the storage module as a
lookup table. For example, for software developer position, the employer sets the
following values and weights in the table for each criteria.

Table 1. Standard Score Setting Table

Job_criteria | Keywords | Value | Weight
Skills C++ 10 5
Skills Java 10 5
Skills PHP 8 5

Experience 3 5 3
Experience 0 2 3
M ajor CSE 10 2
M ajor EEE 6 2

Parse the Requirements. The systemwill then parse these requirements of the
employer in the query execution module.
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3.3  Storage Module

Storage module stores information processed by the processing and query
execution module. The extracted information table after the entites are recognized
are stored in the document database. The standard scores set by the recruiters in
the query execution phase are stored in the score database. The total storage is
required for the candidate score generation in the analysis and output generation
phase.

3.4 Analysis and Output Module

Candidate Score Generation. After parsing the requirement of the employer, the
system will start the score table generation of each candidate according to the
emp loyer priority and previously set standard score by the employer for different
categories.

The algorithm of candidate score generation is given below:

Algorithm 3.2: Candidate Score Generation
Input: Extracted information stored in Excel file
Goal: To generate score of each candidate in each criterion
Begin
Initialize Scores object with unique job_criteria
Initialize an empty Score_table list
For each row in excel do
Set Scores object value to zero
For each job_info details do
Find(Excel(column))
If job_criteria == Excel(column) do
If keyword matches with column value do
0. Calculate the Scores value as:
Scores [job_criteria] += job_details (val-
ue)*job_details(weight)

BOoO~NOOA~LNE

11. Else skip

12. Else skip

13. End For

14. Push Scores values in Score_table

15. Endfor

16. Set the mandatory required job_criteria

17. If Scores [mandatory_job_criteria] = 0 do

18. Delete the score row from the Score_table

The extracted information stored in the lookup table in document database is
retrieved (step 7-8) and matched with the keywords stored in the job_info_details
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table (step 9). If match found, the corresponding values are calculated by
multiplying the value and weight set in the standard score table (step 10).

If multiple keywords are matched for a specific critria, then they are stored as
aggregated sum. For example, if multiple skills match, then all the skill values are
added and stored in the skill column for that candidate.

The score calculation follows the following formula (1):

Score[job_criteria] = Score[job_criteria] + (job_details (value) * job_details
(weight)) (1)

For the result column scoring, extracted result of the applicant matched with the
sorted list of previously set result keywords. If the extracted result is greater or
equal to any specified keyword of the result, the score is calculated according to
that result keyword. The same goes for the total years of experience column.

For the publication column, internation conference, international journal keywords
are searched and matched. If found, the number of occurences are counted.

If any column information contains missing value, then they are considered as
zero in the score calculation. The calculated score is stored in that specific criteria
column of the score table. After being scored in each criteria, now a table is
generated which is score of each candidate (step 14).

The sample score table for the resumes in Fig. 2 are depicted below:

Table 2. Sample Score Table

CVno. | Skills [ Experience | Major | Total

1 50 15 20 85
2 0 15 20 35
3 50 6 0 56

The first candidate had the matching skill C++, experience of 3.7 years and major
CSE. So the first candidate fulfills all the requirements of the specified job
position and get scores according to the rules set as Table 1 i.e. Scores[skill ]=
value for C++ (10) * weight of C++ (5) = 50. The skills of 2nd candidate doesn’t
match the required skills and so the missing value is scored as zero. Accordingly,
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the 3rd candidate’s major doesn’t match the requirement and so he gets a zero in
major field. Now if we select the Major field as mandatory, the row containing
zero in this field i.e candidate 3 will be deleted.

Filter using Skyline Query. A skyline is defined as those points in a dataset those
are not dominated by any other point. A point dominates other points if it is as
good or better in all dimensions and better in at least one dimension. A study in
[24] states that during the past two decades, skyline queries are applied in several
mu lti-criteria decision support problems. Given a dominance relationship in a
dataset, a skyline query returns the objects that cannot be dominated by any other
objects. Skyline query utilizes the idea of skyline operator. There are several
algorithms for the implementation of skyline operator like using directly in SQL
queries, divide and conquer, branch and bound, map reduce etc. We have used the
combination of SQL query and the map reduce method. Applying skyline queries
on the score table according to employers’ priorities, now the dominant applicants
will be filtered. The algorithm is depicted below:

Algorithm 3.3: Filtering Using Skyline Query
Input: Generated Score_table
Goal: To filter the total candidate, create the best candidates list and remove
the non dominant candidates
Begin
Initialize an empty best_candidates list
For each job_criteria do
Find the max value fromall the candidates by mapping according to
job_criteria
Filter all the candidates who have the max values in the job_criteria
Concatenate the candidates in the best_candidates list
End for
Remove the duplicate candidates from the best_candidates list

AR

o No o

We can explain the working procedure of skyline query using Table 3. At first we
find the max value for each job criteria (step 4). For example, from Table 3., skills
column has the maxvalue 50, experience column has the max value 15 and major
column- 20. We map these max values in another list accouding to job criteria at
the same time (step-4). Now we filter the candidates holding any of these max
values (step 5) because these are the dominant objects as per the skyline filtering
and are pushed in the best_candidates list (step 6) i.e. candidate 1 & 2. Then we
remove the duplicate candidates from the best_candidates list and make the list
unique (step 8). As candidate 1 holds max value in all the 3 criteria, it is pushed 3
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times in the list. So to make the list unique we remove the duplicate values of the
candidates and just take the row 1time.

Table 3. Score table after filtering using sky line query

CVno. | Skills | Experience | Major | Total

1 50 15 20 85

2 0 15 20 35

Output Generation. The system output will show the result of the potential
candidates after the filtering process. The output will be sorted according to the
score obtained and personal details like name, email, phone number of each
candidate will be displayed. The sample output generation is shown in Fig. 5.

CV | Name | Email Phone Skills | Experience | Major | Total

no.

1 ABC | zbc@gmail.com 1680671851 | 30 15 20 85

2 Adam [wangXXX@hotmail.com | 1364110xxx [ 0 15 20 35
Wang

Fig. 5. Output generation

4 Implementations and Experiments

In this section, we have described the implementation and experimental setup of
our systemwith necessary illustrations.

4.1  Experimental Setup

Potential candidate selection system has been developed on a machine having
Windows 10, 2.50GHz Core i5-3210 processor with 12GB RAM. The system has
been developed in Python 3.7.3, Asp.Net Core and Angular5 in the front end and
MS SQL Server is used in the back end for storing related data to complete this
project.
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4.2  Implementation

At the beginning of our system workflow, resume documents are fed into the sys-
tem. All the resumes are stored in a file according to the specific job id. These re-
sumes are then converted into text format using UTF-8 encoding and stored in a
file named lookup.py (Fig. 6).

] Imtiaz_Nur_T.txt - Notepad - m| X
File Edit Format View Help

b* \n\nImtiaz Nur \n\n Date of Birth: ©7/09/1993 \n\nMasirabad Housing Society, Chittagong-42@9. \n\nCell: +880172
of Engineering & Technology (CUET) \nCSE \nCGPA 3.11(out of 4.8@) \n\nYear: 2815 \n\n: \n: \n: \n\n \n\n \n

ertifications \n\n \n\n \xe2\x80\x9cAdvance IT Training on Java\xe2\x8@\x9d conducted by ICT ministry of Bangladesh
nalysis \n\nreport as a project in Software Engineering course \n\nTools \n\h: \n\nPHP, HTML, CS5, 15, MySQL, Bootst
Performed Industrial Attachment at W3Eden, Inc. for 2 weeks on January, 2016. \n Performed System Analysis at Broadca

Fig. 6. Snapshot of Resume in Text format

The text files are then called for tokenization and named entity recognition. Next,
calling the trained model of NER, we extract the information from the tokenized
data of the resumes. We have extracted information of 12 entities- university,
degree, major, experience, publication, skill, certification and personal
information (name, date of birth, email, phone etc.). The information of these
entities are extracted according to the annotation of the trained NER model (Fig.
7).

A B C D E F G H | J K L
1 |_Name Email  Phone Dateof Birth University Degree Major cGPA  Skills Total Experience Publications Certifications
2 FamanaYasmin  farzanae 168067 31-12-1993  Chittagong Univer BSc CSE CGPA:381 i, Ci, Python, HinTotal Year of Experience Intemational Journal, Il
1 Imtiaz Nur imtinur (380172 fnfn 85 | CGPA:31L P@ Total Year of Experience |
£ Ohidul Islam ohid@gr 18189 14-12-1983  Bangladesh Unive Bsc Computer Sciencef__ Python, Java,__,J__ L |
5 Faical Karim fa\sal?ﬁ@llj]m_ Intemational lslar fn Computer Science GPA: 3.78  C£, C+, PHP, Himl, (Total Experience: 1year National Conference
6 Md.IntisharNur  intishar7 167192 13.05.19%¢  IUT Bsc Mechanical EnginesCGPA: 334 Matlab, C+ | International Conference, National Ct
7 Ananna Das anannad 177887 11883 L Eng CGPA: 281 C#+, C8 Python, HinTotal Year of Experience 18, ACM TRANSACTION _
§ Hasibul Haq h.hagB0: 16172 Chittagong Univer BSc | CGPA:32L Experience: 2.5Yearls) |
¢ Farid Alam farid@g 15287 B5ET BSC CSEng. 354 ffifn | | CCNA
10 Masud Habib Sawon mhabib@ 182689 International Islar Bsc Computer Science CGPA: 343 Total Experiznce: 4.5 ye National Conference
11 ShoumikBaruz  shoumik 173 Chittagong Univer Bachelor of Sciences Computer Science | CGPA: 298 Matlab, C+ 2years L
12 KamruzZaman  laamanflM75  3/4/1990 Bscze | (GPA:299 AutoCad, Matlab  Total Year of Experience ACM TRANSACTIONS O
13 Saber Hossain saberd® 191287 Chittagong Univer__ Computer Science {CGPA: 3.65 As@_, Bootstrap, H 2.5 Year(s) |
14 Touhidullslam ~ tislam3< 181899 11.04.1989  Bangladesh Unive EEE CGPA:3.74 Python, Java, C+,P L CCNA
15 Manu Dey atanul7{15157%8 L Bse Computer Science (GPA: 353 C& C+, PHP, Himl, 1 Total Experiznce: 3 year National Conference
16 Shimul Das shimulde16700 65.15%  Islamic University B.sc. in Mechanical Enginec Matlab, C+ L International Conference, National Ct
17 Nustat Jshan nusratjal 178000 15.04.87  Chittagong Univer BSc | CGPA:36L Total Year of Experience Computer Scienceand
18 FaribaHossen  fanbahg 16172 Chittagong Univer Engingering CGPA:3.53 (¥, C+, JavaScriTotal Year of Experience |
18 Saniul Alam sar\isﬁs'ljllﬁ 056 Bsc ETE 1166 Python, Java, (+,P __ L CCNA
20 MahmudulHasan ~ mahmud 1826 _ International Isler Bsc Computer Science Result 353 f/niCuery Total Experience: 2year National Conference
2 MbrerShehrir sbrarse 1737 L CUEn Bathelor of Sciences CGPA:2.98 Matlab, Ct+ 2years L
12 Mesbeh Uddin meshah( 165798 1-10-0964  CUET BSc Electrical Engineeri [iftCs+, C&, Python, Total Year of Experience SIGNALPROCESSING-,
23 Bashir Mahmood ma"muc'ESUle_ Chittagong Univer BSc [ CGPA:2ES Total Year:15Yearls) |

Fig. 7. Snapshot of Extracted Information Table
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Once we have found the extracted information table, it is stored in the document
database.

On the other hand, employers set the necessary information for setting the re-
quirements and scores of each criteria. Job_info_details table holds the columns
like Job_info ID, Keyword, Value, Weight, Job Criteria Name i.e. the information
set by the recruiters on the score setting step (Fig. 8).

“~ Back Create New Job
Company Job Title Job Location
BD SOFT Software Engineer Chittagong
Job Criteria Keyword Value Weight
TOTAL EXPE o - o v

No of Rows Added : 8

Job Criteria Keyword Value Weight Actions
cGPA 3.00 7 2 =B
BSc/B.Sc./Bachelor of
D 10 3
aree g 1]
CSE/CS/Computer
Msjor o O 2 [~ ] =]
Skills v 10 5 =B
Skilis Java 10 5 [~ ] =]
Skills Python 8 5 n E
Total Experience 2 4 [~ ] =]
Total Experience 4 7 4 [~ ] =]

Fig. 8. Snapshot of Requirement Setting by Recruiters

For the specific job position, extracted information table can be uploaded next for
score generation (Fig. 9).

Candidate Selection

Company Name : BD Software Limited Job Title : Software Engineer

Job Criteria & Keyword % Value = Weight =
Total Experience 4 ri 4
Total Experience 2 5 4
Bkills Python 3 5
Skills Java 10 5
Bkills C++ 10 5
T CSE}CS.’!CDmpu‘ler Science and 0 3

Engineering

Degree BSc/B.Sc./Bachelor of Science 10 3
CGFA 3.00 i 2

m -
Upload CSV
Choose Files | output.csv Score CVV W
| =mEesE TR

Fig. 9. Snapshot of Extracted Information File Upload
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After scoring according to the rules set, the system generates the score table. This

table can be downloade

d by the recruiter (Fig. 10).

candidate Scores

Total Candidates : 150

Candidate Selection

Score Table

" - Tc
Name & Email & Age ¢ UniVersity  pegree & Major & CGPA & Skills ¢ Experience
Farzana Brzanaeng 0 0 1 o0 20 o
Yasmin gmail.com
Imiiaz Nyr MnUT@gma g, 0 0 14 0 20 0
iL.com
Ohidul Istam :ﬂ'"@gms”'c 0 0 30 0 0 %0 [ [
Faisal Karim  2/53190@oull 0 0 30 14 50 0 0
ook.com
Intishar Nur mhsfjﬂﬂ'sﬁ@ 0 30 o 14 50 o o
gmail.com
Ananna Das  TAMNA0E@ o 0 0 0 0 %0 20 0
ymail.com
Hasibul Haq -129602@g 0 30 0 14 0 20 0
mail.com
Farid Alam ::d@ma" o 0 30 0 14 0 0 0
Masud Habib mhabib@gma N - 0 1 " - "
Sawon iL.com
Shoumik shoumikcuet1 0 0 20 0 0 50 20 0
Barua o@gmail com
- 2 3 » o v

Publications ~Certifications Total
3 3 Score

& Download XLSX

o 184
0 B4
0 120
0 94
0 94
0 1o
0 64
0 44
0 102
() 130

Fig. 10. Snapshot of Score Table

Next the recruiter is given the option to choose the mandatory requirement crite-
ria. If any of the criteria is chosen and candidates holding zero value in that specif-
ic criterion is removed before applying skyline query.

“* Back

Company Name :
Job Title : Software Engineer

Total Candidates : 50

gmail.com

Candidate Selection

BD Software Limited

Final Candidates by Skyline

Name & Email & Degree Major & CGPA & Skills &

Ananna Das BT o 0 0 90
ail.com

Faisal Karim ~ '=2190@outiock 0 14 50
com

Farid Alam farid@gmail com 30 0 14 0

Farzana Yasmin o/conaefu@oma 5, 20 14 %0
il.com

Hasibul Hag h hagsoz@gmall ., 0 14 0
com

Imtiaz Nur LR ITELE g, 0 14 0
om

Intishar Nur DLEIEIEEEEID . o) 0 14 50
ail.com

Masud Habib  mhabib@gmailc 4. 20 s 0

Sawon om

Ohidul Islam ohid@gmail.com 30 0 0 90

Shoumik Barua  SNOUMIKCUBTIO@ 5, 30 0 50

& Download XLSX
Total
s Total Scare
20 110
0 94
0 44
20 184
20 64
20 64
0 94
28 102
0 120
20 130

Fig. 11. Snapshot of Output Generation
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Applying skyline query on the score table now returns the dominant applicants for
the specified job by finding the max value and mapping them according to the job
criteria. Then the unique candidates holding maximumvalues in any of the criteria
are returned. The best candidates with score and personal details are shown in the
output generation page (Fig. 11) in a descending score order.

4.3 Performance Evaluation

We tested the performance of our system using 150 resumes. For the training of
our NER model, we used a dataset of 350 annotated resumes and validated the
model using 50 resumes from the dataset. Extraction procedure is the toughest
task of the whole system. We found some incorrect values for extracted
information and also some missing values. The prcision, recall and f-measure of
each entity of the NER model is given below:

Table 4. Accuracy, Precision, Recall and F-measure of the Entities Recognized

Name Email Phone Date of Birth | University
Accuracy 99.76525821596 | 100.0 100.0 99.87452948 | 99.87452948557
(%) 243 557089 089
Precision 0.998435054773 | 1.0 1.0 1.0 1.0
0829
Recall 0.997652582159 | 1.0 1.0 0.998745294 | 0.998745294855
6244 855709 709
F-measure | 0.997885938218 | 1.0 1.0 0.999372253 | 0.999372253609
8446 6095418 5418
Degree M ajor Publication Skills CGPA
Accuracy | 99.2471769 | 98.3568075117 | 98.708920187 | 94.835680751 | 100.0
(%) 1342535 3709 79342 17371
Precision | 0.99252851 | 0.99634846113 | 0.9872584733 | 0.9904364458 | 1.0
45930405 71936 670198 355068
Recall 0.99247176 | 0.98356807511 | 0.9870892018 | 0.9483568075 | 1.0
91342535 73709 779343 117371
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F-measure | 0.98966292 [ 0.98872802990 | 0.9852126262 | 0.9654163803 | 1.0
25927619 97218 984936 961983

The accuracy of the skyline query depends on the accuracy of the scores generat-
ed. If the score generation is accurate, the skyline query returns those candidates
that would be returned by manual filtering.

We have tested the filtering and ranking using skyline query with 3 different job
criteria- Software Developer with 2-4 years experience, Research Assistant with
cgpa above 3.5 and 2 publications and Assistant Programmer with skills Java, Ja-
vaScript, HTML and CSS. We have scored the 150 resumes for these 3 different
criteria. 3 criteria returned different combinations of candidates as the require-
ments are different with a 100% accuracy.

We have also tested the skyline filtering with 50,000 synthesized score data. The
execution time for different number of data is given in Table 5.

Table 5. Response Time of Skyline Filtering

No. of Data Response Time (mili sec)
3000 5.299999960698187
6000 9.265000000596046
25000 27.17999997548759
50000 81.80499996524304

The table shows that the skyline query can perform in a very responsive way.

5 Conclusion

In this paper, we have presented a candidate ranking system that finds the best po-
tential candidates by extracting information and filtering using skyline query. Au-
tomating the total task may help the HR agencies by reducing time, cost and effort
of searching and screening the pioneer applicants from vast applications.

There are many automated candidate ranking system available online. But we
have developed a novel idea of using skyline query in ranking and returning the
dominant candidates for the job specified. Skyline queries are mostly applied in
mu ltidimensional decision application. In candidate ranking, the implementation
of skyline is new and we have applied this novel approach in an efficient manner.
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In the system performance evaluation, we have used 150 resumes in testing of the
system and found that, the system works in an efficient way of returning best can-
didates by matching the given requirements with qualifications of the candidates.
The performance of the extraction can be made higher by increasing the training
data. Altogether the system performs better in reducing the processing time as
skyline query returns the dominant applicants in a very responsive way.
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