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In this work we propose a methodology, based on machine learning and optimization, for
selecting a solver configuration for a given instance.

General-purpose Mathematical Programming (MP) solvers have long lists of user-configurable
parameters; tweaking them influences how the available algorithmic components work and in-
teract. Therefore it can have a significant impact on the quality of the obtained solution
and/or on the efficiency of the solution process. Good solvers have effective default parameter
configurations, carefully selected to provide “good” performances in most cases. Furthermore,
solvers may embed heuristics that try to automatically adapt the parameter configuration to
the characteristics of the instance at hand. However, default/automatic parameter configura-
tions may still be highly suboptimal with specific instances, which require a manual search for
the best parameter values. The motivation for this work lies in the fact that, due to the large
amount of available parameters, manual tuning is highly nontrivial and time-consuming. This
setting is an instance of the Algorithm Configuration Problem (ACP) [1].

Our approach for addressing the ACP on MP solvers is based on a two-fold process:

(i) in the Performance Map Learning Phase (PMLP), we employ supervised Machine Learn-
ing (ML) techniques [2] in order to learn a performance function of the solver, which maps
some features of the instance being solved, together with a given parameter configura-
tion, into some measure of solver efficiency and effectiveness. Notably, the training set
is obtained by running the solver, with several configurations, on instances of a specific
Mixed Integer Programming (MIP) problem and measuring the integrality gap achieved
within a fixed time limit;

(ii) the formal properties defining the ML methodology underlying the PMLP are trans-
lated into MP terms. The resulting formulation, together with constraints encoding the
compatibility of the configurations’ parameter values, is called the Configuration Space
Search Problem (CSSP), a Mixed-Integer Nonlinear Program (MINLP) which, for a given
instance, finds the configuration providing optimal performance w.r.t. the performance
function. The actual implementation of the CSSP depends on the MP formulation se-
lected to encode the learned performance function.

The main novelty of our approach lies in the fact that we explicitly model and optimize the
CSSP using the mathematical description of the ML technique used to learn the performance
function. This is in contrast to most of the existing algorithmic configuration approaches,



which instead employ heuristics (such as experimental design methods [3], local searches [4],
genetic algorithms [5], evolutionary strategies [6] and other methods [7, 8]), that are typically
unfit for scaling to a huge parameter space such as, say, that of a MILP solver (e.g. IBM ILOG
CPLEX [9]).
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