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Abstract. This paper presents VeriDash, an open source dashboard
that integrates AI-based technologies to streamline the multimedia veri-
fication process for fact-checkers. VeriDash offers advanced features such
as automated transcription, geolocation, and an intuitive interface that
supports a human-driven fact-checking process while ensuring ease of
use. By incorporating a human-in-the-loop approach, VeriDash balances
technological efficiency with human expertise, promoting trusted and
responsible AI technology to support and enhance the fact-checking pro-
cess.
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1 Introduction

The rise of fact-checking as a distinct journalistic sub-genre over the past decade
can be attributed to a convergence of internal and external factors within the
news media ecosystem [26]. The proliferation of digital media and social plat-
forms has led to an unprecedented spread of mis- and disinformation [28]. This
environment has increased the need for rigorous verification processes, under-
scoring the importance of fact-checking as an effective strategy to combat in-
formation disorder [1,3]. At the same time, the increasing use of political po-
larisation for spreading disinformation, coupled with a growing demand for ac-
countability, has increased the need to provide accurate, balanced and reliable
counter-information [21].

Digital tools and AI-based technologies are an integral part of the fact-
checking apparatus, utilising a range of resources that are often not initially
designed for this purpose but adapted to increase the efficiency and scope of
fact-checking efforts [16]. However, fact-checkers often need more time to ex-
plore the wide range of tools available, some of which require acquiring specific
skills, and they tend to use the same tools for the same purposes [7]. In addition,
fragmented practices tend to increase workloads [16], whereas automated solu-
tions are valued for streamlining time-consuming tasks, which depend largely on
the type of claim being verified [7].
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As digital media, including images, videos and audio recordings, increasingly
populate online platforms, the ability to verify multimedia content has become
a critical part of fact-checkers’ work. Multimedia verification is further compli-
cated as image and video manipulation is not necessarily about altered, cropped
or fake content, and it often relate to authentic but decontextualised content
[29]. Visual content verification, therefore, requires a combination of techniques,
including reverse image search, metadata analysis and cross-referencing with
reliable sources, to ensure that the content is accurate and contextually appro-
priate. In addition, the rise of deepfakes and cheapfakes (more results on fighting
with these challenges can be found in [13,4]), aided by sophisticated generative
AI technology, makes it increasingly important to distinguish between genuine
and deceptive content [14].

In response to these challenges, developing a comprehensive tool that inte-
grates the full range of multimedia verification capabilities into a single, easy-
to-use platform is critical to supporting fact-checkers. A prominent example of
this integrated approach is the InVID plug-in, which offers a range of function-
alities, including image, video and metadata analysis, as well as the ability to
benchmark different reverse image search engines [27]. These features were devel-
oped following a user-centred approach and have made the tool one of the most
cited and used by fact-checkers [7]. Nevertheless, fact-checkers have expressed a
need for new tools to address the increasing complexity of media verification,
which comes with the increasing complexity of misleading media content. To
address these specific needs, fact-checkers have emphasised the importance of a
human-in-the-loop approach that allows them to exercise essential human skills
involving critical thinking and contextual analysis [7].

Aiming to answer these needs, this paper introduces VeriDash, an AI-based
and open-source dashboard designed to combine multimedia verification tools
into one cohesive platform to support additional tasks not taken in charge by
other existing solutions. With features such as automated transcription, geolo-
cation and a user-friendly interface, the tool streamlines the entire multime-
dia verification process while prioritising the user experience. The strength of
VeriDash lies in its ability to enhance human agency, recognising that effective
fact-checking requires a balance between technology and human expertise [9].
Designed to be adaptable, VeriDash allows for easy updates and integration of
new libraries and tools as they become available, emphasising collaboration be-
tween researchers and fact-checkers. This flexibility ensures that the dashboard
remains a relevant and effective resource in an ever-evolving landscape.

2 AI in Multimedia Verification

Fact-checking is a multifaceted process that involves not only verifying claims
after they have been publicly disseminated but also a comprehensive approach
that includes monitoring social media, identifying and selecting claims, verifying
their content, gathering evidence, making a judgement on the factuality of the
claim, and writing and disseminating a story [8,17]. Each stage of this process
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is characterised by its time-consuming nature, reflecting the investigative rigour
required to ensure the accuracy and reliability of the published fact-check [10].
In this process, the use of AI technologies is becoming increasingly important
to support fact-checking routines and workflows. Natural language processing
(NLP) combined with machine learning holds significant potential for verifying
facts against reputable sources and identifying patterns indicative of falsehoods
[5]. Although AI is also proving valuable for image verification and video authen-
tication, from an end-user perspective, fact-checkers face challenges in adopting
AI tools, mainly due to a lack of awareness and trust. Furthermore, while the
tools developed by computer scientists propose advanced solutions, they are often
under-utilised because fact-checkers are unaware of their existence or uncertain
about their reliability [7,17]. In addition, despite the availability of robust image
and video verification tools, their use is practically limited because of a lack
of alignment with the needs, practices and professional values of fact-checkers
[6]. Furthermore, many existing tools have a narrow focus and were developed
outside of journalism, making them difficult to adapt for tailored solutions [17].

Professional fact-checkers consider current AI tools to be fast and cost-
effective, but also less accurate and explainable than humans. In many cases,
they found that AI technologies cannot fully replicate human skills, which limits
their effectiveness in automating fact-checking in practice [5]. As a result, fact-
checkers have expressed a need for tools that enhance their soft skills, such as
critical thinking and judging newsworthiness - human know-how that cannot be
automated [7]. Enabling a human-in-the-loop approach not only addresses these
needs, but also serves as a valuable strategy for promoting trustworthy AI, es-
pecially given the critical role of trust in the adoption of AI technologies [11,20].
Moreover, fact-checkers often perceive algorithmic accuracy as inferior to human
accuracy, making human oversight essential to increase the overall reliability and
effectiveness of the fact-checking process [15].

Collaboration between researchers and practitioners is, therefore, critical to
developing tools that effectively address the needs of fact-checkers and enhance
the integration of AI in the verification process [17]. This partnership is par-
ticularly important as fact-checkers often use the same tools for multimedia
verification, which presents unique challenges [7]. Evaluating different types of
content - such as images, video and audio - requires different verification tech-
niques and contextual analysis to accurately assess authenticity. It also relies
heavily on the expertise of fact-checkers, as technology should primarily support
human decision-making rather than replace it [18]. Effective collaboration be-
tween researchers and fact-checkers enhances the overall verification process and
helps avoid the pitfalls of tools whose complex behaviour can undermine trust -
an essential factor in technology adoption [23].

AI techniques such as micro-targeting, user profiling and deepfakes are in-
creasingly being used to manipulate public opinion, undermine trust in insti-
tutions or influence elections [12]. This rapid evolution of multimedia content,
exacerbated by the advanced capabilities of generative AI, further complicates
the verification work of fact-checkers. Deepfakes in particular pose a significant
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challenge due to their advanced technology, which can easily distort public per-
ception and create false evidence. Though less common than simpler disinfor-
mation tactics, deepfakes are especially deceptive, undermining public trust in
news media [29]. For fact-checkers, decontextualisation is the most intricate is-
sue, whether in deepfakes or cheapfakes – which involves minimum editing of the
video [29]. To tackle all these challenges, fact-checkers need platforms that com-
bine existing functionalities and offer greater flexibility, adaptability and ease
of use, especially since multimedia contents are becoming increasingly complex.
Digital forensics plays a crucial role in this context, focusing on detecting traces
of artificial intelligence in these images. While inconsistencies in scenes and ob-
jects can sometimes reveal synthetic origins, advances in synthesis techniques
may render these inconsistencies invisible [2].

For computer scientists, the key struggle is to deal with multiple modalities
- such as text, audio, video and images - as well as the complexities of inter-
preting context, sarcasm and irony [22]. At the same time, several technological
issues still need to be addressed in terms of accuracy, accessibility and inter-
operability [29]. Therefore, moving towards a human-centred approach remains
a challenge for building trust, which can be supported not only by improving
the usability of tools, but also by providing more explainable systems to en-
hance human understanding [20]. It is also about creating a balance between
AI-augmented human tasks and AI-automated routines tasks [20]. For example,
Polzehl et al. identified five significant functions for human-machine collabo-
ration: collecting data, ensuring data quality, monitoring system performance,
providing context for AI results, and providing feedback to improve AI systems.
The authors highlighted the importance of considering explainability, bias and
usability in a human-centred approach [22].

Lessons learned from this literature review suggest that while AI technologies
have potential to improve fact-checking, particularly in multimedia verification,
challenges remain. These include the limitations of AI in replicating human
skills, a lack of awareness and trust among fact-checkers of the tools available,
and the need for support in human soft skills such as critical thinking. Therefore,
effective collaboration between researchers and practitioners is essential to de-
velop tailored solutions that consider a human-in-the-loop approach for building
trustworthy AI. All these insights have informed the design of VeriDash, which
supports the verification process by complementing existing tools and enhancing
human soft skills alongside technical capabilities.

3 The Dashboard Design

VeriDash is a dashboard designed to help fact-checkers verify video content by
providing them with advanced AI capabilities that incorporate a human-in-the-
loop approach. This ensures that human expertise is integrated with AI tools
for effective decision-making. The dashboard provides fact-checkers with a set of
complementary tools organised into a cohesive interface for verifying the authen-
ticity of video content. This perspective also aims to avoid fragmented usage by
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allowing fact-checkers to seamlessly navigate different tasks without switching
between multiple tools, thereby streamlining their workflow. Key functionalities
of VeriDash include:

– Geolocation: This tool helps fact-checkers verify where a video was filmed
by comparing visual cues in the footage with known geographic data. The
location of the video is displayed on an interactive map.

– Automated audio transcription: The dashboard includes an automated speech-
to-text system that converts audio into text, helping to verify content quickly
and efficiently.

– Machine translation: A built-in translation tool allows the transcription to
be translated into multiple languages, enabling fact-checkers to work across
different language contexts.

– Information retrieval: The tool includes a search engine that allow for con-
textualisation.

– Frame stitching: The dashboard has a feature for stitching frames of a video
together to create a bigger picture, creating a better overview of a chaotic
situation.

– Object detection: The tool scans the video looking for objects of interest.
The fact-checker can then see where these are located in the video, or use
the images created from this to perform reverse image searches.

VeriDash is designed as a dashboard that integrates various widgets for an
interactive user experience. Shown in Figure 1 is a screenshot of it. On the top
row, the leftmost widget allows users to upload and play an input video, with
the option to view it in full-screen mode in a new tab. The next widget detects
the video’s location. Currently, geolocation is determined based on metadata,
but it can be extended using content-based methods. Users can navigate the
map and switch between different map services (for example, Google, Bing, or
Yandex) for a customised view. In the bottom row, the leftmost widget displays
extracted keyframes from the video, while the adjacent widget provides their
corresponding metadata. A built-in translation tool in the third widget allows
transcription to be translated into multiple languages, facilitating cross-language
fact-checking. Finally, in the rightmost column, widgets for object detection are
available, and users can explore further by performing reverse image searches,
by combining with external services, for deeper analysis.

The tool is specifically designed to meet the needs of fact-checkers by priori-
tising user-centred principles. As a result, it has a simple and intuitive interface
that enhances usability and ease of use. By following responsible design prin-
ciples, the tool ensures that users can easily access the functionality they need
without unnecessary complexity. This approach aims not only to improve the
efficiency of the fact-checking process, but also to build trust in the technology.
Another major advantage of a user-centred approach is alleviating concerns of
AI inaccuracy. VeriDash only employs AI tools in ways to improve productivity
of the fact-checker, but never to draw direct conclusions about the situation.

The user interface is built in a highly modular way to enable tailoring of fea-
tures to different preferences in the future. Similarly, the specific implementation
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Fig. 1. The dashboard features widgets for video upload and playback, location and
individual detection, map navigation, keyframe extraction, metadata display, transla-
tion, and object detection with reverse image search for deeper analysis.

of the software is also highly modularized. This allows the addition of new tech-
niques as the field develops without requiring a significant re-engineering effort.

3.1 Implementation details

The source code for VeriDash is availiable at github.com/skivdal/veridash. It is
implemented as a React application, communicating with a server over a Web-
Socket. This model allows us to dynamically update the content that is displayed
to the user as the server works through tasks. On the backend, the server is im-
plemented as two discrete Python services, one handling interaction with the
frontend (webserver), the other handling the running of analysis tasks (worker).
This split in the backend is done for reasons of concurrency and scalability.

We also depend on a few open-source services, PostgreSQL as our main
database, Valkey for locks and communication between the webserver and worker
services, and MinIO for file storage and upload/download handling.

Concretely, we implement each module (Source, Map, Object Detection,
Keyframes, Metadata, and Transcription) as a distinct React component. All
of these components receives a VideoId when a video is successfully uploaded,
and uses the same custom React hook to request its work to be done over the
same WebSocket connection. Specializations to this hook has been made to fa-
cilitate more complex requests, such as video upload. This system makes future
development easy, as you would just have to make a new component using that

https://github.com/skivdal/veridash
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Fig. 2. High level overview of the VeriDash system architecture.

same hook for backend interaction. The hook also allows us to have live loading
indicators in the future, although this has not been implemented yet.

The backend webserver service asynchronously receives messages, and serves
results for each module from cache if they’ve been done before, or alternatively
passes the request on to the worker service. It then asynchronously waits for
results from running worker tasks, caching them and passing them on to the
frontend. Some tasks are dependent on other tasks, in this case, receiving a
response from a task causes the webserver to request the worker to run dependent
tasks. The webserver service is implementing using the FastAPI library, and the
worker service is implemented using the Celery library, with task queuing and
responses handled with Valkey.

The Source task allows for uploading a video for further analysis. The fron-
tend will compute a sha256 hash of the video, and the backend will add this and
provision a filename in the database. It will then create URLs for upload and
download from MinIO, passing these back to the frontend. The frontend will up-
load the video, and distribute the provisioned video ID to the other components,
causing them to request other tasks to be ran against the video.

The task cache is stored in PostgreSQL, and is used for tasks other than
Source, Keyframes, and Object Detection. Cache hits are detected by matching
video sha256 hashes. The reason for the mentioned tasks not being cached is that
they produce files in MinIO, indexed in the database. Responses are presigned
MinIO download URLs, which are inherently temporary.

All tasks require the video to be downloaded to the Worker’s filesystem.
Often, many tasks run at the same time, so we make atomic locks in Valkey to
ensure only one task downloads the file at a time, allowing all tasks to use the
same downloaded file. Similarly, GPU VRAM is a limited resource for the tasks
that leverage the GPU (Transcription and Object Detection), and we also use a
Valkey-based lock for limiting GPU access to one task at a time.

The Keyframes task requires the video to be downloaded. It uses the ffmpeg
library to extract one JPEG-frame per second of the video, provisioning filenames
connected to the Source video for them in PostgreSQL, then uploading them to
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MinIO. Finally, we return presigned MinIO download URLs for the frontend
to display to the user. As previously mentioned, these URLs are not stored in
cache.

The Map task requires the video to be downloaded. It uses the ffmpeg library
to extract metadata from the file, and looks for some common tags for location
data. This is returned to the webserver service, added to the cache, and returned
to the client. The metadata task works in a very similar way, using ffmpeg to
extract metadata without doing any kind of selection, returning to the webserver,
caching, and sending to the client.

The Transcription task requires the video to be downloaded. It requires using
the GPU, and thus waits for that resource to be free before starting. Transcrip-
tion is done using the Whisper medium model from OpenAI, supporting a wide
variety of languages. This is ran locally on the GPU. If the transcript is any
other language than English, it will be ran through GPT using the API for
translation to English. This requires OpenAI API credentials to be provided.
Transcription and translation texts are returned to the webserver, cached, and
sent to the client.

The Object Detection task requires the keyframes extracted from the video to
be downloaded, using a similar mechanism to the deduplicated video download.
It also requires using the GPU, and needs to wait for that to be free to start.
Object detection is ran on every keyframe, with potentially multiple objects
being detected per frame. We leverage the YOLO-v8 world model, and create
new images from the content of each detected object. These object images then
get filenames provisioned by PostgreSQL, uploaded to MinIO, and the task result
is returned to the webserver, not cached, and pushed to the client.

This task-based architecture for workers with deduplicated downloads, caching
and dependencies handled by the webserver, and messages passed along through
Valkey creates lots of common structure. It allows for a new type of task to be
added as simply as creating a function in the worker application, modelling its
dependency relations and caching behaviour, and adding a response type to the
frontend React hook. Having the ability to do simple scalable services has been
a main priority in this project, as this allows fast iteration in the future to keep
up integrating new verification methods to the dashboard.

4 Evaluation

A preliminary evaluation was conducted to assess the functional features of the
dashboard, its compliance with Nielsen’s heuristic evaluation [19], and user feed-
back. This evaluation included gathering insights from professional fact-checkers,
testing the function, and following Nielsen’s heuristics. Nielsen’s principles are
particularly prioritized, as they align closely with the core purpose of the dash-
board: to facilitate the verification process. These evaluations, commonly used
to build an effective user experience, support iterative improvements based on
user needs and practices [24].
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4.1 Functional Evaluation

The functional evaluation of the dashboard highlights its effectiveness in mul-
timedia verification through a range of powerful tools, most of which are off-
the-shelf services/solutions. Exploring such tools ensures the system remains
dynamic, with improvements continually introduced as these tools evolve. This
combination of tools ensures the dashboard remains a robust and adaptable
solution for multimedia verification.

In our evaluation, we explore mainly real cases from the two on-going wars
in Gaza and Ukraine. At this stage, only a small subset of the dataset has been
used in our evaluation. We report here the results on the short videos (less than
5 minutes each) in our evaluation.

– Geolocation: The tool effectively verifies a video’s location using metadata
and visual cues, displayed on an interactive map.

– Automated audio transcription: The system quickly converts audio to text,
utilising various transcription tools (in the current version, OpenAI Whis-
per [25] is used), though shorter clips (audio less than 2 seconds) may affect
accuracy. Ongoing updates ensure improvements in speed and precision.

– Machine translation: The tool supports cross-language verification by incor-
porating multiple translation technologies though accuracy may vary with
brief audio samples.

– Object detection and reverse image search: The integration of object de-
tection with reverse image search provides a flexible way to analyse video
content, allowing fact-checkers to identify objects and perform further inves-
tigations efficiently.

4.2 Nielsen’s Heuristic Evaluation

To analyse VeriDash in a more uniform manner, a heuristic evaluation with the
goal of generic usability testing - Nielsen’s heuristic evaluation [19] - is used.
We are using the general principles of Nielsen heuristics to define the product’s
usability. We use a set of criteria to assess where our product is at in terms
of usability, on a scale of 1 (lowest score) to 5 (highest score), as indicated in
Table 1.

4.3 User feedback

The preliminary feedback received from fact-checkers and journalists in Norway,
Sweden, Finland, Denmark, and the BBC in the UK confirms that exploring
AI-based tools with a human-in-the-loop approach is the right direction for ad-
vancing multimedia verification. This feedback aligns with current research un-
derscoring the need for AI tools that not only enhance verification capabilities
but also complement human expertise. Additionally, it reflects key principles for
building responsible AI tools in journalism by considering user needs, values,
and practices.
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Table 1. Own usability inspection based on Nielsen’s heuristic evaluation.

No. Principle 1 2 3 4 5

1 Visibility of system status X

2 Match between the system and the real world X

3 User control and freedom X

4 Consistency X

5 Error prevention X

6 Recognition rather than recall X

7 Flexibility and efficiency of use X

8 Aesthetic and minimalism in design X

9 Recognition, diagnosis, and recovery from errors X

10 Help and Documentation X

Users particularly appreciated VeriDash’s speed and keyframe extraction ca-
pabilities, especially when integrated with the InVid plugin[27]. As one user
expressed, the keyframe extraction feature is a “vital part of our workflow,” un-
derscoring its importance in streamlining verification tasks. The metadata and
transcription functionalities were also highly regarded, with these tools proving
particularly effective for geolocation and video verification. Moreover, the im-
age stitching feature was described as a unique asset, with one user noting, “I
don’t know of any services worldwide that does this.” Overall, the combination
of speed, essential functionality, and compatibility with tools like InVid posi-
tions VeriDash as a valuable resource in verification, closely aligned with the
workflows of fact-checking professionals.

However, several areas for enhancement were identified. Users raised con-
cerns regarding metadata accuracy, specifically the “creation time” field, which
currently does not reflect the actual video creation date and affects the tool’s re-
liability in fact-checking tasks. Technical issues, such as inconsistent performance
in the map and object detection tools and occasional transcription errors, were
also noted. Fixing these bugs will significantly enhance reliability, with one user
remarking, “With these few changes, it will become immensely useful to verify
videos.” Some feedback also touched on the interface design, suggesting a more
modern layout for improved usability. However, as this current version is primar-
ily a functional test prototype, these design suggestions will be noted for future
updates.

In summary, VeriDash has built a strong foundation with its speed, keyframe
extraction, metadata, and transcription and translation features, which are highly
valued by users. Unique capabilities, like image stitching, position it as a valu-
able tool in verification. Addressing technical issues and metadata accuracy,
along with incorporating user-suggested improvements, will be essential for re-
liability and functionality. As the tool moves beyond functional testing, a more
user-friendly interface and expanded capabilities, such as video URL inputs and
metadata verification integrations, will further enhance its appeal. With these
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improvements, VeriDash can evolve into a robust, competitive tool, solidifying
its role in fact-checking workflows.

A feedback from a professional fact-checker.

I tested on a few harmless videos for transcription, and it per-
forms really well on geolocation with metadata, transcription and
keyframes. Already an improvement for our verifications.

(Henrik B. Vold, Associate Director, Norwegian Institute of Journalism)

5 Conclusions

In this paper, we introduced VeriDash, an open-source dashboard that lever-
ages AI-based technologies to enhance the multimedia verification process for
fact-checkers. The initial version of VeriDash was presented alongside prelimi-
nary evaluation results, which received highly positive feedback, affirming the
effectiveness of the proposed approach. VeriDash offers advanced features such
as automated transcription, geolocation, and a user-friendly interface, stream-
lining the fact-checking process while maintaining ease of use. By incorporat-
ing a human-in-the-loop approach, VeriDash combines technological efficiency
with human expertise, fostering trusted and responsible AI-driven verification
to support and enhance fact-checking efforts. In addition, the dashboard is de-
signed with input from research users to ensure it meets the practical needs of
fact-checkers. This emphasis on user-centred design enhances the tool’s relevance
and usability in real-world scenarios, contributing to more effective fact-checking
processes. Further development will incorporate user suggestions to improve the
tool, particularly concerning user interface enhancements.
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