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Abstract. Dental caries is a prevalent noncommunicable disease that
affects over half of the global population. It can significantly diminish
individuals’ quality of life by impairing their eating and socializing abil-
ities. Consistent dental check-ups and professional oral healthcare are
crucial in preventing dental caries and other oral diseases. Deep learning
based object detection provides an efficient approach to assist dentists in
identifying and treating dental caries. In this paper, we present a deep
learning framework with a lightweight pruning region of interest (P-Rol)
proposal specifically designed for detecting dental caries in panoramic
dental radiographic images. Moreover, this framework can be enhanced
with an auxiliary head for label assignment during the training process.
By utilizing the Cascade Mask R-CNN model with a ResNet-101 back-
bone as the baseline, our modified framework with the P-Rol proposal
and auxiliary head achieves a notable 3.85 increase in Average Precision
(AP) for the dental caries class within our dental dataset.

Keywords: Object detection - Pruning Rol proposal - Label assignment
- Dental caries

1 Introduction

Oral health plays an important role in healthcare. Oral diseases, such as tooth
decay, gum disease, and oral cancer [20], can have a seriously negative impact
on the quality of life by impairing patients’ abilities to eat and socialize. Ac-
cording to the “Global Oral Health Status Report” of World Health Organiza-
tion (WHO), oral diseases are the most widespread noncommunicable diseases,
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Fig. 1. The workflow of the proposed framework during the inference stage.

affecting approximately half of the population worldwide. Particularly, tooth de-
cay, also referred to as dental caries, is the most prevalent oral disease, affecting
more than one third of the world’s population throughout individuals’ lifetime
[1]. Regular dental check-ups and professional oral healthcare are essential pre-
ventive measures to combat dental caries and other oral diseases.

The detection of tooth and dental caries [5], [11], [17], [18] in X-ray images
has been proven to assist dentists in improving the identification and treatment
of tooth decay. The choice of deep learning models and associated techniques
plays a crucial role in achieving high performance in this domain. Among the
state-of-the-art models for object detection, the You Only Look Once (YOLO)
series stands out as a notable choice. These one-stage models have gained signif-
icant recognition for their performance. Notably, YOLO-X [3] and YOLOv7 [19]
incorporate label assignment methods to improve classification accuracy. On the
other hand, when segmentation labels are available in the dataset, the Cascade
Mask R-CNN [2], [6] emerges as one of the leading two-stage models for object
detection.

In this study, we propose a deep learning framework for the detection of
dental caries in panoramic dental X-ray images. Our framework integrates a
lightweight pruning region of interest (P-Rol) proposal model, equipped with
an enhanced regression loss function, to accurately identify the teeth Rol. The
cropped Rol is then used for detecting dental caries. To enhance the label as-
signment, we introduce an auxiliary head that utilizes the AutoAssign model
[22] during the training stage. The workflow of proposed framework is depicted
in Figure 1, illustrating the sequential steps during the inference stage. Initially,
the P-Rol proposal module identifies the teeth Rol. Subsequently, the image is
cropped according to the Rol, which serves as the input to the primary model
for dental caries detection. Since the results are predicted within the cropped im-
age, their coordinates are finally adjusted to align with the original image based
on the Rol. Through experimentation, our enhanced framework demonstrates
remarkable performance, surpassing the baseline model with an increase of 3.85
in the average precision (AP) metric specifically for the dental caries class.
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The contributions of this study encompass various aspects, as outlined below:

1. In the P-Rol proposal module, a lightweight model is introduced to ensure
computational efficiency. Additionally, an enhanced regression loss function
is incorporated, leading to improved accuracy in the P-Rol proposals.

2. During the training phase, the integration of an auxiliary head within the
primary head aids in label assignment, particularly in the classification task.
Notably, the auxiliary head can be excluded during the inference phase,
without introducing additional model complexity in practical applications.

3. An alternative approach is explored, wherein the P-Rol proposal is uti-
lized for cropping the extracted features generated by the primary detection
model, instead of cropping the original image. While this exploration did not
yield favorable outcomes, an extensive investigation was conducted to assess
its potential for the specific task.

2 Related Work

Singh and Raza introduced TeethU?Net [18], an innovative framework specif-
ically designed for tooth saliency detection in panoramic X-ray images. Their
work significantly improved upon the original U2-Net by refining the loss func-
tion and training scheme, thereby enhancing the accuracy of tooth boundary
segmentation. The proposed framework achieved exceptional performance with
an accuracy of 0.9740, specificity of 0.9969, precision of 0.9880, recall of 0.8707,
and an Fi-score of 0.9047. Moreover, in their study [17], the researchers also
presented an optimized single-stage anchor-free deep learning model capable of
detecting teeth and distinguishing their respective treatment types. Their pro-
posed work demonstrated a remarkable AP of 91%.

Haghanifar et al. introduced PaXNet [5], a deep learning model designed
for dental caries detection in panoramic X-ray images. The PaXNet pipeline
involves a series of steps, including jaw extraction, jaw separation, tooth extrac-
tion, and classification of the cropped tooth images. According to the evaluation
results, PaXNet achieved an accuracy of 86.05%, precision of 89.41%, and recall
of 50.67% on their dataset. In addition, Imak et al. proposed an approach that
employed a multi-input deep convolutional neural network ensemble model with
a score fusion technique [15]. The model takes both raw and enhanced periapi-
cal images as inputs and fuses the scores in the Softmax layer. Evaluation on a
dataset of 340 periapical images demonstrates the effectiveness of the proposed
model, achieving an accuracy of 99.13% in diagnosing dental caries.

For the backbone architecture of the P-Rol proposal model, several light-
weight models such as SqueezeNet [10], ShuffleNet series [21], [13], and Mo-
bileNet series [9], [16], [8] can be considered as potential candidates. The neck
architecture commonly employed is the Feature Pyramid Network (FPN) [12]. To
effectively handle the Rol proposals, the Region Proposal Network (RPN) [14] is
adopted. These models are characterized by their compact and efficient design,
making them suitable foundations for the framework due to their small-scale
structure and computational efficiency. In terms of the regression loss function
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Fig. 2. The two training phases of our framework. “()” implies data combination.

for the P-Rol proposal, our observations indicate that the Smooth L; Loss [4]
outperforms the intersection of union (IOU) loss series.

3 Method

3.1 The Overview of Framework

The training of the framework is structured as a two-phase process, as illustrated
in Figure 2. The framework includes two detection models: a primary detector
model specifically designed for dental caries detection and an additional detec-
tion model used for the pruning region of interest (P-Rol) proposal. The teeth
Rol ground truth in each image can be obtained by finding the smallest top-y and
left-x coordinates and the greatest bottom-y and right-x coordinates of all the
bounding box labels. In phase 1, the P-Rol proposal model undergoes indepen-
dent training for multiple epochs. Notably, the training of the primary detector
model is temporarily deactivated during this phase. This precaution is taken
to prevent the occurrence of loss exceptions that may arise from simultaneously
training both models. The duration of phase 1 is empirically determined through
experimentation to ensure effective training of the P-Rol proposal model.
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(a) Case 0 (b) Case 1 (c) Case 2 (d) Case 3 (e) Case 4

Fig. 3. Five typical IOU cases. The blue bounding boxes denote ground truths. The
red bounding boxes denote predictions.

Phase 2 of the training process initiates after reaching a pre-defined number of
epochs, determined by the satisfactory performance of the P-Rol proposal model.
During this phase, the primary detector model is trained while the training of the
P-Rol proposal model is deactivated. Hence, this model only generates the teeth
Rol proposals required for cropping the original images for the primary detector
model. The localization of predicted results will be translated back based on the
P-Rol proposal. The significance of the dashed arrow connecting the auxiliary
head to the primary detector head will be elucidated in section 3.3.

3.2 The Pruning Rol Proposal

In the second phase of the training process, the performance of the P-Rol pro-
posal plays a vital role in influencing the final predictions of dental caries. In-
sufficient P-Rol proposals can lead to incomplete information being cropped,
thereby deteriorating the performance of the primary detector model. In our
implementation, we integrated the MobileNet-v3-small, FPN, and RPN with a
single convolutional layer preceding the proposal head, which encompasses clas-
sification and regression branches, to form the P-Rol proposal model.

Figure 3 showcases several common scenarios of IOU cases, depicting the
relationships between the bounding boxes of ground truths and predictions. The
ground truths are represented by blue bounding boxes, while the predictions are
denoted by red ones. The sub-figures demonstrate the following cases:

— (a) “Larger” prediction: This scenario displays a prediction with its top-y and
left-x being equal or smaller than those of the ground truth, and bottom-y
and right-x being equal or greater than the ground truth’s. In other words,
the ground truth bounding box is entirely contained within the prediction.

— (b) Insufficient on one side: In this case, only one side of the prediction
bounding box is inadequate to achieve the “larger” prediction.

— (c) Insufficient on two sides: Here, two sides of the prediction bounding box
are inadequate compared to the “larger” prediction.

— (d) Insufficient on three sides: This case showcases a prediction bounding
box with three sides that are insufficient to reach the “larger” prediction.

— (e) Insufficient on all four sides: Finally, this scenario represents that a pre-
diction bounding box is completely contained within the ground truth.

The performance of the P-Rol proposal is significantly influenced by the
choice of the regression loss function. Through experimental observations, we
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find that the Smooth L; Loss function outperforms all variations within the
IOU Loss series. While the selection of the Smooth L; Loss has yielded promising
outcomes, there is still potential for further improvements by fine-tuning specific
aspects of the loss function. When modifying the regression loss function, it is
essential to adhere to several key principles that consider the characteristics and
objectives of the Rol proposal process:

1. If an Rol proposal perfectly matches the ground truth, the loss should be 0.

2. When comparing multiple predictions, the loss associated with the more
suitable prediction for detecting the ground truth should be smaller.

3. Assuming all the IOU values in the five cases of Figure 3 are equal, the loss
function should demonstrate a relative inclination to accommodate Case 0,
the “larger” prediction. This inclination facilitates the preservation of valu-
able information within the Rol.

The Smooth L; Loss function satisfactorily fulfills principles 1 and 2. Thus,
our modification primarily focuses on addressing principle 3 by introducing an
additional loss penalty specifically for the “non-larger” predictions, which can
be represented by cases 1 to 4 in Figure 3. This modification aims to further
refine the loss function and improve the overall performance of the P-Rol pro-
posals. The original loss function of the P-Rol proposal model can be succinctly
expressed as Lp.-ror = Leis + Lreg = LBCE + LSmoothL,» Where L, represents
the classification loss implemented using Binary Cross Entropy Loss LecE, Lreg
denotes the regression loss achieved through Smooth Ly Loss Lgmoothr, -

The modified regression loss function is defined as L.y = /\Z - L SmoothLy s
and the modified loss function of the P-Rol proposal model can be expressed as:

Lp-ror = LcE + At * LSmoothLy (1)

where ), is a weight used to fine-tune the regression loss, and A, € (0, +00), the
exponent 7 indicates the number of sides of a prediction that are inadequate to
reach the “larger” prediction case, and n can be 0, 1, 2, 3, or 4. Consequently,
Ap > 1 implies an additional penalty for “non-larger” predictions, and 0 < A, < 1
indicates an additional penalty for “larger” predictions.

3.3 The Auxiliary Head for Label Assignment

The incorporation of an auxiliary head into the detector architecture plays a
pivotal role in optimizing the label assignment process. There are two approaches
to implementing the auxiliary head: one involves applying a label assignment
algorithm to all of the extracted and cropped features provided by the proposed
Rol, while the other involves globally performing the label assignment process
on the entire set of features. In our framework, AutoAssign is selected as the
auxiliary head to perform a global label assignment process, since its efficiency in
distinguishing positive and negative targets with respect to the label assignment.

Figure 4 illustrates an example of the Cascade Mask R-CNN architecture
with three cascaded bounding box regression stages, showcasing the integration



Title Suppressed Due to Excessive Length 7

o)
A

BBox Head3 H Aux Head ‘

BBox Head BBox Head)

RPN

Fig. 4. Cascade Mask R-CNN detector head with an auxiliary head. “F” is the features,
“P” denotes the proposals generated by the RPN, “M” represents the mask predictions,
“C” signifies the classification results, and “B” indicates the bounding box predictions.

of an auxiliary head at the conclusion of the primary head. The auxiliary head
receives the complete set of features as input. The dashed arrow connecting
the auxiliary head to the primary head signifies that the AutoAssign module
influences the label assigning through exerting its impact on the loss function,
rather than directly modifying the classification results within the primary head.
Considering the loss function of Cascade Mask R-CNN, the loss function of the
primary detector model can be expressed as follows:

EPm'mary = ‘CRPN + Z )\z ' (Ecls,i + Ereg,i + ['mask,i) + EAutoAssign (2)
i=1,2,3

where Lrpy is the loss of RPN, A;, Leisis Lregis and Liask,s are the weight,
classification loss, regression loss, and segmentation loss of the i-th stage of the
cascaded bounding box heads, £ sutoassign denotes the loss of the auxiliary head.

However, it is important to note that the final predictions are still obtained
from the primary head, which is the last stage of the cascaded bounding box
heads in the Cascade Mask R-CNN architecture, rather than directly from
the auxiliary head itself. This design decision is driven by three main reasons.
Firstly, the cascaded bounding box heads exhibit superior performance in terms
of bounding box prediction. Secondly, the losses provided by AutoAssign are
highly effective in fine-tuning the positive and negative of labels generated by
the primary head. Lastly, the auxiliary head is solely utilized during the training
stage to provide additional losses and can be safely omitted during the inference
stage, thus not increasing the model’s scale in practical applications.

4 Experiments

4.1 Dataset

A dataset consisting of 1,008 panoramic dental X-ray images, with each im-
age exhibiting a resolution of 2,918 x 1,435 pixels, was created. The dataset
incorporates a total of 31,296 annotations of teeth in both bounding box and
segmentation, which can be classified into ten distinct dental categories, as spec-
ified in Table 1. Using a random and exclusive approach, we split the images,
along with their corresponding labels, into training and test sets in a ratio of
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Table 1. Statistical information of our dental dataset.

Class Training| Test | Total
1 Normal 19,688 [6,638|26,326
2 Caries 2,889 | 876 | 3,765
3 Implant 9 1 10
4 Inlay 4 4 8
5 Crown 183 49 | 232
6 Retainer 21 12 33
7 Pontic 21 5 26
8 Teeth Filling 355 118 | 473
9 Carie and Tooth Filling 163 55 | 218
10 Residual Root 146 59 | 205
" 7 |Others (Merged by Class 3 - 10)| 902 | 303 | 1,205
Sum (Class 1 - 10) 23,479 |7,817|31,296
Number of Images 756 252 | 1,008
A [" g
Y| %8
(c) Implant (d) Inlay (e) Crown
cald nmk s
f) Retamer (g) Pontic (h) Teeth ﬁlhng (i) Carie and (j) Residual root
tooth filling

Fig. 5. Tooth samples of ten dental classes.

3:1. Figure 5 illustrates representative samples of teeth within the ten classes. In
each sub-figure, the left one exhibits a tooth of a particular class, and the right
one shows its related bounding box and segmentation annotations.

Furthermore, we performed a class reorganization process on our dataset,
resulting in four distinct scenarios, based on the usage of categories. In Scenario
I (SCE I), we only employed the labels from the “Caries” class. By default, the
AP metric refers to the evaluation for the “Caries” class only. Therefore, the mean
average precision (mAP) and AP metrics for the test set of SCE I are identical.
In the SCE I dataset, where only the “Caries” class is included, the mAP and
AP values are identical. In Scenario II (SCE II), we utilized the labels of both
the “Normal” and “Caries” classes. In Scenario III (SCE III), we reorganized all
labels into a three-class scenario, consisting of “Normal,” “Caries,” and “Others,”
which is merged by labels from classes 3 to 10 in Table 1. Finally, in Scenario
V (SCE 1V), we employed all labels present in the original ten classes.

4.2 Performance of the Pruning Rol Proposal

We have introduced a modified version of the regression loss function for the
P-Rol proposal, as described in equation (1). In our implementation, A, is set



Title Suppressed Due to Excessive Length 9

Table 2. Evaluation of the P-Rol proposal.

Modified| Avg | Best |Worst| IOU | IOU | IOU |“Larger”
Lreg IOU | IOU | IOU [>0.7/>0.8] > 0.9 | Rol
Train 0.8790 [0.9796(0.6489|99.34 | 94.18 | 40.78 | 32.28
Train v 0.9054 |0.9843(0.6794|99.74(95.11| 51.59 | 50.93
+0.0264| - - |+0.40{+0.93|+10.81| +18.65
Test 0.8623 [0.9847(0.6517|99.60 | 92.46 | 32.94 | 34.52
Test v 0.8843 [0.9823(0.6834|99.60 | 94.05 | 41.27 | 49.60
+0.0220 - - |+0.00|+1.59| +8.33 | +15.08

(a) Best teeth Rol: I0U=0.9823 (b) Worst teeth Rol: IOU=0.6834

Fig. 6. The best and worst cases of the P-Rol proposals in the test set. The Rol ground
truths are labeled in yellow color, and the predictions are labeled in white color.

to 1.05. To illustrate the impact of this modified loss function, we present the
evaluation results on the training and test sets in Table 2. For the evaluation on
the test set, we observe that the average IOU of the teeth Rol proposals increases
by 0.0220 to 0.8843 when using the modified loss function. Furthermore, with the
modified loss function, 99.60% of the Rol proposals achieve an IOU value greater
than 0.7, 94.05% of them achieve an IOU value greater than 0.8, and 41.27%
of them achieve an IOU value greater than 0.9. Notably, there is a significant
increase of 15.08 percentage points in the number of “larger” prediction cases
benefiting from the modified regression loss. Figure 6 shows the best and the
worst teeth Rol predictions in the test set with respect to IOU metric.

4.3 Fundamental Experiments

As part of our investigation, we conducted experiments using several contempo-
rary models. In all of these models, we applied multi-scale image input with a
ratio range of [0.8,1.2] and random flip with a probability of 0.5 as data aug-
mentation techniques. All images underwent a keeping-ratio resize operation.
Furthermore, for the YOLOVT series, we employed the Mosaic data augmenta-
tion approach, and the input images were padded to achieve a square shape. In
terms of the Cascade Mask R-CNN, \;, Ao, and A3 are set to 1, 0.5, and 0.25.
A notable finding derived from the presented results in Table 3 is the re-
markable performance of the YOLOvV7-W model, particularly when trained and
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Table 3. Evaluations of selected models. The class-wise AP refers to “Caries” class.

Detector Back-| SCE I SCE 11 SCE 11T SCE 1V # of
bone |mAP AP|{mAP AP {mAP AP [mAP AP |Input|Param. FLOPs
L 53.83 [66.46 56.85]63.41 55.18[30.70 56.26 | 6407 [36.50M|51.74G
L 57.28 |67.56 56.53 |64.14 56.44 |29.11 54.35|12802|36.50M|0.207T
YOLOv7| L 57.65 |70.09 60.06 |67.64 60.61|29.35 59.26 |25602|36.50M |0.828T
W | 56.89 |67.67 56.80(65.10 56.49 |29.36 56.39 [12802|79.39M|0.176T
W 58.73 |72.49 63.22(69.37 61.36|34.47 63.51(2560%|79.39M|0.706T
Cascade R50 | 60.86 [64.34 50.46 |62.41 46.43|35.30 46.54 | Orig. |75.42M|1.052T
Mask X50 | 58.99 [63.98 49.93 |64.10 50.86 (38.75 48.16 Or%g. 75.12M|1.090T
RCNN R101| 60.94 (64.68 50.81 [61.17 43.60 |36.58 43.54 | Orig. [94.41M|1.360T
X101| 58.12 [64.91 52.05(63.99 51.06|39.23 49.46 | Orig. |94.27M|1.408T

evaluated on the SCE IV dataset, surpassing all other models in terms of class-
wise AP for the “Caries” class. In contrast, among the Cascade Mask R-CNN
series, all models exhibit the highest class-wise AP for “Caries” when trained and
evaluated on the SCE I dataset. The exceptional performance of YOLOv7-W can
be attributed to its utilization of Mosaic data augmentation and the incorpora-
tion of an auxiliary head for label assignment. Consequently, the Cascade Mask
R-CNN model with a ResNet-101 [7] backbone was selected as the baseline for
subsequent improvements. The parameter scales and FLOPs denote the model
configurations in the inference phase.

4.4 Performance of the Improved Models

Table 4 displays the AP and best Fj-score values for training and evaluation
on the SCE I dataset. An additional experiment was conducted, referred to as
the case of “baseline®™”, where the extracted features generated by the primary
detection model, instead of the original image, were cropped using the P-Rol
proposal. The results indicate a decrease of 3.01 in the “Caries” AP compared
to the baseline. Alternatively, the framework proposed in this study, denoted by
“baseline™”, demonstrates an increase in AP by 2.62 when utilizing the P-Rol
proposal to crop the original image. Moreover, incorporating the AutoAssign
auxiliary head solely in the baseline model, signified by “baseline*”, leads to an
AP increase of 2.21. Ultimately, combining both the P-Rol proposal and the
AutoAssign auxiliary head into the baseline model, indicated by “baseline™*”,
results in a comprehensive improvement of 3.85 in the “Caries” class AP, reach-
ing 64.79. This improvement also surpasses the performance of the YOLOv7-W
model by 1.28.

It is worth highlighting that the parameter scales and FLOPs presented in
Table 4 specifically pertain to the inference phase. Thus, the models equipped
with the auxiliary head maintain the equivalent parameter scale and FLOPs as
the models without the auxiliary head. When considering the training phase,
the “baseline*” model is characterized by a parameter scale of 99.15M, while the
“baseline™*” model exhibits a parameter scale of 102.58M.
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Table 4. Performance of Cascade Mask R-CNN R101 baseline and modified models.

AP APs9 AP75 conf. TP FP FN Pre Rec Best F; Param. FLOPs
baseline [60.94 75.04 72.76 0.81 540 138 336 79.65 61.64 69.50 94.41M 1.360T
baseline™ |57.93 72.82 69.63 0.85 568 253 308 69.18 64.84 66.94 97.84M 1.410T

-8.01 -2.22 -3.13 - - - - - - -2.56 - -
baseline™ |63.56 75.87 73.86 0.86 578 192 298 75.06 65.98 70.23 97.84M 1.410T

+2.62 +0.83 +1.10 - - - - - - +0.73 - -
baseline™ |63.15 76.14 74.12 0.87 566 173 310 76.59 64.61 70.09 94.41M 1.360T

+2.21 +1.10 +1.35 - - - - - - +0.59 99.15M -
baseline™*|64.79 77.34 75.52 0.86 589 172 287 77.40 67.24 71.96 97.84M 1.410T

+3.85 +2.30 +2.76 - - - - - - +2.46 102.58M -

5 Conclusion and Future Work

In this paper, we propose a deep learning framework for the detection of den-
tal caries in panoramic X-ray images. Our framework integrates a lightweight
pruning region of interest proposal with an enhanced regression loss function
to improve its accuracy. On the head of the primary detector, we introduce an
auxiliary head, utilizing the AutoAssign to promote the accuracy through the
label assignment during the training phase. Ultimately, our framework achieves
a notable increase of 3.85 in the AP with respect to the dental caries class.

There are several aspects that can be further explored and improved upon.
1) The development and refinement of regression loss functions for the P-Rol
proposal module could be investigated. 2) It would be beneficial to explore and
experiment with additional label assignment methods. 3) The Mosaic data aug-
mentation can be implemented with the mask to apply to the Cascade Mask
R-CNN model.
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