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Abstract. Most membership inference attacks (MIA) identify training
set records by observing the particular behavior of machine learning mod-
els on training data, but these methods based only on overfitting are
difficult to achieve high precision. Even though recent difficulty calibra-
tion techniques have alleviated this problem, calibrated attacks can still
only identify a smaller number of memberships with high precision. In
this work, we rethink the value of overfitting for MIA and we argue that
overfitting can provide clear signals of non-membership to the adversary.
In scenarios where the cost of an attack is high, such signals can prevent
the adversary from launching unnecessary attacks. We propose a simple
and efficient two-stage high-precision MIA that uses an overfitting-based
attack to perform “membership exclusion” before performing the MIA.
We show that this two-stage attack can significantly increase the number
of identified members while guaranteeing high precision.

Keywords: Machine Learning - Membership Inference - Overfitting.

1 Introduction

Machine learning methods rely on large amounts of data for training, and when
training data contains sensitive information, one concern is whether the model
will reveal private information about the training data. Unfortunately, recent
research(3,18,19,21,22] has shown that attackers can gain access to models to
steal sensitive information from datasets. One of the more representative of ex-
isting privacy attacks is the membership inference attack (MIA)[19], where the
adversary aims to infer whether a record exists in the training set of the target
model.

However, Rezaei et al.[16] discovered that previous MIAs tend to predict non-
member samples as member samples and suffer from a high false positive rate
(FPR). The previous attacks [18,19,20]are not suitable in attack scenarios where
the false positive cost is high[13,14]. Some recent work [1,17,22]has considered
the use of difficulty calibration to mitigate the high FPR problem, and this
approach has also been shown to achieve high precision attacks on models that
generalize well[13,14]. However, identifying more members with high precision
requirements is still a difficult task. For example, for CNNs that achieve 98.61%
accuracy at MNIST, the C-Conf attack proposed by Watson et al.[22] is able
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to identify only 21 out of 10000 members with 100% precision. Although it
is already a big improvement compared to the attack without considering the
difficulty calibration, we still want to know how to identify more members with
a high precision.

non-member

Probability

member MIA HP-MIA
1
+

Membership Score to 21

Fig. 1. The difference between HP-MIA and MIA.The aim of MIA is to find a suit-
able threshold that achieves the highest accuracy in distinguishing members from non-
members, while the goal of HP-MIA is to find the threshold that identifies members
with a high prediction rate.

Overfitting-based MIAs, such as the Loss attack by Yeom et al.[24] and the
confidence attack by Salem et al.[18] suffer from serious high FPR problems.
Although the relationship between overfitting and member privacy leakage has
received extensive attention[5,12,13,24], these works do not discuss how to better
exploit the overfitting tendency of machine learning models for black-box MIA
design.

Deep learning models have strong learning ability, even if the samples in the
training set are contaminated, their Loss tend to be not too high[25]. Suppose the
target model is overfitting so severely that the Loss of all members in the training
set is less than a small real number €, then we just need to mark all records with
a Loss greater than e as non-members and we can achieve a “membership exclu-
siontechnique” with 100% precision. However, easy-to-predict non-members may
have very low Loss[22], and Hintersdorf et al.[6] also found that neural networks
are prone to overconfidence in records outside the training data.Therefore, we
argue that overfitting may not provide a valid basis for membership
inference directly, but can provide an explicit non-membership signal
to the adversary.

In this paper, we focus on how to design a high precision MIA that can
identify more members, and we name this type of attack as High Precision MIA
(HP-MIA). As shown in the figure, the goal of the previous MIA was to obtain
an optimal threshold for distinguishing members from non-members, and this
threshold corresponded to a high accuracy rate. In contrast, the goal of HP-
MIA is to determine a threshold such that most of the identified samples are
members. We treat the construction of a high prediction rate MIA as an op-
timization problem with constraints, setting the number of members identified
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as the optimization objective and the high precision as the constraint. Instead
of using overfitting-based attacks for direct membership inference, we use them
as a “membership exclusiontechnique”, specifically, we propose a simple and ef-
fective two-stage HP-MIA. We first exclude non-membership samples from the
target dataset by traditional overfitting-based attack[24], and then use calibrated
attack[22] to identify the true members.

Contribution We summarize our contributions and key finding as follows :

e We propose a new perspective on designing MIAs based on overfitting.
Specifically, we find that overfitting provides the adversary with a far more
reliable non-membership signal than the membership signal. In scenarios
where the cost of attack is high, such signals can help the adversary avoid
unnecessary losses. We propose to use the overfitting-based membership ex-
clusion technique to assist the adversary in achieving high precision inference.

e Based on our new understanding of overfitting, we propose a Two-stage High
Precision MIA(HP-MIA). we deploy our attack on various datasets and on
various models, and our evaluation results show that Two-stage HP-MIA is
able to identify more memberships than other attacks while guaranteeing
high precision. For a victim model that achieves 98.59% on the MNIST
dataset, Two-stage HP-MIA perfectly identified 258 members, which is more
than 10 times the number of other methods, even though these methods
already use difficulty calibration techniques.

2 Background

In this section, we give the definition of membership inference attack (MIA) and
introduce the threshold-based MIA in Section 2.1. Then, we describe difficulty
calibration techniques used to mitigate the high FPR problem of MIA in Section
2.2.

2.1 Membership Inference Attacks

Definition 1 (Membership Inference Attacks[19]) Given a machine learn-
ing model h that has completed training on the training set D ~ Q™, and a target
sample z = (x,y) ~ Q, where @ denotes the probability distribution of the data
points. The membership inference attack can be formalized as a binary classifier:

A:ZxH— {0,1} (1)

where 0 means z does not belong to the training set D, otherwise it is 1. Z
denotes the set of all samples z ~ @ and H denotes the set of all classifiers
trained on examples from a data distribution Q.

Most of the previous works[14,18,19,20,22] assumed that the adversary has
only black-box access to the target model and infer membership information
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through the posterior probability vector. In addition to this, the adversary uses
shadow training techniques to train a shadow model to mimic the behavior of
the target model. Shokri et al.[19] use neural networks to construct the attack
model and train it based on the inputs and outputs of the shadow model.

A common binary classification in membership inference problems is the
threshold model, which distinguishes members from non-members by computing
a particular score s(h, z) and setting a threshold t.

Ascore(hy z,8,t) = I [s(h, z) > ] (2)

where the indicator function I [z] equals to 1 if z is true and 0 otherwise.

2.2 Calibrated Membership Inference Attacks

For non-member examples with low prediction difficulty, the target model may
exhibit a high degree of confidence. Most of the early MIA attacks[18,19,24]
implicitly assumed that the prediction difficulty of members and non-members
is the same, which is believed to be the main reason for the high FPR problem.
To address this problem, Watson et al.[22] proposed the difficulty calibration
technique.

Specifically, we assume that the adversary has a reference dataset D,.r with
the same distribution as the training set of the target model. He trains some
reference models on the D,..s before performing the attack, then, he determines
whether the example is a membership by comparing the membership score of the
target example on the target model and reference models. Formally, we define
the calibrated score as:

Scal(h7 Z) = 5(h7 Z) - EgeT(Dm‘f) [S(ga Z)} (3)

where T denotes the randomized training algorithm. The calibrated attack is
performed by setting a threshold on the calibrated score.

The goal of this calibration technique is to eliminate the interference of the
example’s own characteristics with the MIA, similar approaches have been used
in the work of Sablayrolles et al.[17] and Carlini et al.[3]

3 Methodology

3.1 Threat Model

In contrast to the definition in Section 2.1, for HPMIA, the adversary is more
interested in the precision of the attack, specifically, we consider the following
HP-MIA game:

Definition 2 (HP-MIA game G(Q, A,T,n)) Let Q be a distribution over data
points, A be an attack, T be a randomized training algorithm, n be a positive
integer. The game proceeds as follows:
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1. The challenger chooses a secret bit b < {0,1} uniformly at random, and
samples a training dataset D ~ Q™.

2. If b = 1, the challenger randomly selects a record z in the training set D.
Otherwise, the challenger samples a record z from the distribution Q.

3. The challenger trains a model h <— T(D) on D and sends h and z to the
adversary.

4. The adversary tries to infer the secret bit as V', and performs an attack only
ift =1.

1 V¥ =1andb =1

G(QAT,n) = {0 ¥ — 1andb — 0

In this paper, we assume that the adversary has only black-box access to
the target model and has a shadow dataset Dgpqgowy Sampled from the same
distribution as the training set of the target model, through which the adversary
can train the shadow model to mimic the behavior of the target model. Given
a target dataset Digrget, Dshadow ﬂDtmget = (),the adversary aims to identify
members of the target model from the target dataset Dy ge¢ With as high a pre-
cision as possible. Our assumptions about the adversary’s knowledge are similar
to most prior work[14,18,19,20].

3.2 High-Precision Membership Inference Attack

For the above attack setup, the two important metrics we focus on are the
precision and recall of the attack. We give a formal definition of HP-MIA in
terms of a constrained optimization problem:

Definition 3 (High-Precisiona Membership Inference Attack) Given a
target model h, a target dataset Digrger, o € [0, 1] is a precision constraint value.
We call Asco,.e is a High-Precisionac Membership Inference Attack (HPo-MIA)
if Ascore satisfies:

Ascore = argmax R(Ascorea Dtarget) 5~t'P(ASCOT'€7 Dtarget) 2 (07 (4)

score

In practice, we do not have access to the training set of the target model and
thus cannot solve the optimization problem on the real dataset Digpget. Accord-
ing to our assumptions on adversary knowledge in Section 3.1, we can construct
the member dataset D .~ " and non-member dataset D% "~ of the shadow
model for supervised training of the attack model. As for the score-based at-
tacks, the process of constructing a construction is actually finding an optimal

threshold,and we choose the appropriate threshold in the following set U:

(h, Zz) + S(h, ZiJrl)
2

U(hysaDshadow) = {ui = 5 1z € Dshadow} (5>

where s(h, z;) < s(h, z;41),7 = 1,2, ...,m,and m is the amount of members of the
shadow data set. Specifically, we iterate through all elements in U and calculate
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the attack precision and recall corresponding to each element, select the subset
U’ that satisfies precision > «, and return the element in U’ that corresponds
to the largest recall. The construction process of the attack model is shown in
Algorithm 1.

3.3 Two-stage HPMIA

We rethink the significance of overfitting for black-box membership inference at-
tacks. Even though overfitting-based attacks cannot achieve high precision mem-
bership inference, they are powerful “membership exclusiontechnique”. High-
precision member inference is often used in scenarios where the cost of attack is
high, so a reliable exclusion technique can help the adversary avoid unnecessary
losses.

Membership
Exclusion Attack

Input record
z=xy)

Fig. 2. Two-stage HP-MIA overview

We consider a simple two-stage attack. As shown in the Figure 2, we first
exclude the non-membership samples from the target dataset Digrger by high-
precision membership exclusion attacks, and then use HP-MIA on the remaining
data. We set two thresholds for the two phases of the attack, and we construct
the optimal attack by adjusting the accuracy constraint value of membership
exclusion attacks. The details are given in Algorithm 2. In this paper, we use
Loss[24] as the membership score to construct membership exclusion attacks and
calibrated Loss score[22] for the second stage of membership inference.

4 Experiments

In this section, we first show the experimental setup in Section 4.1, including
dataset, target model architecture, training setup, and evaluation metrics of the
attack model. Then, we evaluate our attack and compare it with the previous
MIA in Section 4.2. Finally, we analyze the impact of some factors on the attack
performance in Section 4.3.
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Table 1. Accuracy of the target model

MNIST F-MNIST CIFAR10 Purchase100 Texas100

Model CNN CNN  AlexNet MLP MLP
Train_Acc 100% 100% 100% 100% 100%
Test Acc 98.59% 88.74%  70.61% 80.59% 43.89%

4.1 Experimental Setup

Dataset We conducted experiments on several baseline datasets of different
complexity: MNIST|11], Fashion-MNIST (F-MNIST)|23], CIFAR10[9], Purchase100',
and Texas100%. We randomly divide each of these datasets into six datasets, two
of which are used as the training set D%Z’met and test set Dt ., for the target

" target
model, two of which are used as the training set D% and test set D%

shadow shadow

for the shadow model, and the remaining two datasets are used as the reference
training set for the training of the reference model.

For MNIST and F-MNIST, the target model test set has 10,000 images, and

the remaining datasets have 12,000 images each. For CIFARI10, each dataset

has 10,000 images. For Purchasel00, each dataset has 20,000 records, and for

Texas100, each dataset has 10,000 records.

Model architectures The target model for MNIST and Fashion-MNIST is a
small CNN with two convolutional layers and a maximum pooling layer, two
convolutional layers with 24 and 48 output channels, and a kernel size of 5,
followed by a fully connected layer with 100 neurons as the classification head,
and we use Tanh as the activation function. For CIFAR10, we use AlexNet[10]
as the structure of the target model. For Purchasel00 and Texas100, we refer to
the work of Song et al.[20] and use a multilayer perceptron (MLP) as the target
model with four hidden layers with the number of neurons of 1024, 512, 256, and
128, respectively, and use Tanh as the activation function.

Model tranning We use Adam optimizer[8] to train the target model 200
epochs. For the target models of MNIST, F-MNIST, CIFAR10, Purchasel00,
and Texas100, we set the learning rates to 0.0005, 0.0005, 0.0001, 0.0002, and
0.0002, respectively, and the corresponding batch sizes to 100, 100, 50, 100, and
100, respectively. Table 1 shows the performance of several target models.

The shadow and reference models are trained using the same training al-
gorithm and hyperparameters as the target model. For each dataset, we train
a shadow model on the shadow dataset for attack model construction and 20
reference models on the reference dataset for calculating the calibrated score.

! https://www.kaggle.com/c/acquire-valued-shoppers-challenge/data
2 https://www.dshs.texas.gov/THCIC/Hospitals/Download.shtm
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Success metrics We consider an extremely cautious MIA adversary who wants
to identify as many members as possible with high precision. We use the follow-
ing metrics to evaluate the attack performance: number of correctly identified
members (TP), recall (Recall) and precision (Pr). Recall and Pr are calculated
as follows:

TP TP
Recall = —— Pr=——-—
ees ‘ngrget ' TP + FP

where FP denotes the number of non-members identified as members by the
attack model.

4.2 Attack Evaluation

Effectiveness of two-stage HP-MIA To highlight the effect of Two-stage
attack, we use two calibrated attacks, C-Loss and C-Conf, to compare with
our attacks. These two attacks use Loss and Confidence as membership scores,
respectively, and use difficulty calibration|22| to remove the effect of example
difficulty. It is worth noting that C-Loss can be viewed as a direct HP-MIA
without using the membership exclusion technique.

Table 2. Evaluation of various data sets, model structures, and MIA methods, a = 90%

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

TP 41 224 100 4 1872
C-Loss Recall 0.41%  2.24% 1.00% 0.02% 18.72%
Pr 91.11% 92.18% 95.24% 100% 88.83%
TP 111 686 1427 46 4087
C-Conf Recall 1.11%  6.86% 14.27% 0.23% 40.87%
Pr 92.50% 88.98% 87.17% 93.88% 89.98%
TP 590 1406 3866 8283 5792
Two-stage Recall 5.90% 14.06% 38.66% 41.42% 57.92%
Pr 92.91% 89.21% 85.34% 89.32% 90.02%

o = 90%

We can only implement HP-MIA that satisfies the precision constraint on
the shadow model, so the precision on the target model may be biased, and the
bias size depends on how close the shadow model is to the target model. Most
of the time, as the precision constraint value rises, the accuracy of the attack on
the target model becomes higher. Table 2, Table 3 and Table 4 show the attack
performance of the three attacks when « is set to 0.9, 0.94 and 0.98 respectively.
The Two-stage attack consistently identifies the most members on all models at
various precision constraint settings.

The precision of various attacks on the target model varies under the same
precision constraint value setting. We compare the experimental results under
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Table 3. Evaluation of various data sets, model structures, and MIA methods, o = 94%

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

TP 21 133 75 4 1142
C-Loss Recall 0.21%  1.33% 0.75% 0.02% 11.42%
Pr 100% 96.38% 96.15% 100% 91.65%
TP 81 511 796 18 2489
C-Conf Recall 0.81% 5.11% 7.96% 0.09% 24.89%
Pr 93.10% 93.76% 92.67% 94.74% 94.42%
TP 390 1104 2301 3465 4022
Two-stage Recall 3.90% 11.04% 23.01% 17.33%  40.22%
Pr 97.74% 93.16% 90.84% 93.27% 94.18%
a = 94%

Table 4. Evaluation of various data sets, model structures, and MIA methods, o = 98%

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

TP 17 70 40 4 183
C-Loss Recall 0.17%  0.70% 0.40% 0.02% 1.83%
Pr 100%  95.89%  93.02% 100% 96.32%
TP 49 195 353 8 678
C-Conf Recall 0.49% 1.95% 3.53% 0.04% 6.78%
Pr 9245% 97.01% 96.45% 100% 99.41%
TP 258 461 1059 71 1543
Two-stage Recall 2.58% 4.61% 10.59% 0.36%  15.43%
Pr 100% 97.26% 96.27% 95.95% 97.84%
a = 98%

Table 5. Evaluation of various data sets, model structures, and MIA methods,a = 99%

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

TP 17 39 2 4 72

C-Loss Recall 0.17%  0.39% 0.02% 0.02% 0.72%
Pr 100%  97.50% 100% 100% 96.00%

TP 46 160 207 8 452

C-Conf Recall 0.46% 1.60% 2.07% 0.04% 4.52%
Pr 9583% 96.97% 97.18% 100% 99.34%

TP 223 318 864 51 728
Two-stage Recall 2.23% 3.18%  8.64% 0.26% 7.28%
Pr 100% 97.78% 97.08% 98.08% 98.91%

a = 99%
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different precision constraint values. For MNIST, Two-stage can identify 258
memberships with 100% accuracy, while other methods fail to identify more than
120 members at various precision constraint settings. For F-MNIST, Two-stage
identified 461 memberships with 97.26% when o = 0.98, C-Conf identified 689
memberships with only 88.98% precision when o = 0.9, and 511 memberships
with only 93.76% precision when o = 0.94. For CIFAR10, Two-stage identified
1059 memberships with 96.27%. Although C-Conf was able to identify 1427
memberships when « = 0.9, the precision was only 87.17%. On the other hand,
Two-stage was able to identify 2301 memberships with 90.84% precision when
a = 0.94. For Purchasel00, the precision of Two-stage is lower than the other
two attacks, but identifies far more memberships than them. For Texas100, Two-
stage consistently identifies more memberships than the other two methods, but
with lower precision at & = 0.94 and a = 0.9.

We believe that Two-stage is suitable for high-precision membership inference
tasks that wish to identify a larger number of memberships.

Table 6. Performance of overfitting-based MIA under high-precision constraints

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

Loss 56.56% 55.99%  68.00% 73.11% 74.32%
Conf 54.55% 55.99% 68.21% 73.11% 74.32%

Mentr 57.44% 57.22%  68.01% 74.50% 74.65%
a = 90%

Failure of the direct Overfitting-based MIA MIA without the use of dif-
ficulty calibration fails under the requirement of high precision, so we did not
compare these methods directly with our attacks in Section 4.1. We construct
HP-MIA using three membership scores, Loss|[24], Conf[18,19] and Mentr[20],
respectively, and Table 6 shows the performance of these attacks on different
datasets. Note that Algorithm1 will return a threshold that achieves the max-
imum accuracy when it finds that it cannot find a threshold that satisfies the
accuracy requirement on the shadow model. We find that these attacks are com-
pletely unable to achieve the precision we require, even though we only set a =
0.9.

Specifically, for a model generalized on the MNIST dataset, the overfitting-
based direct attack can only achieve up to 57.44% precision. Even for the sim-
ple MLP with only 43.89% accuracy on Texasl100, it can only achieve 74.65%
precision. In scenarios where the cost of the attack is high, these attacks are
completely inappropriate.
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4.3 Ablation Experiments

«» 5000 Dataset 0.98 1 Dataset
.g- —— MNIST —— MNIST
o —o— CIFAR10 0.96 —o— CIFAR10
g 4000 A <
o
€ ‘% 0.94
£ 8
£ 30001 5 0.92 W
2 ~
b5 @ 0.90
£ 2000 1 ;
o 0.88
“6 - e
4 1000 0.86 A -0-0-0-
- -
T T T 0.84 T T T
0.80 0.85 0.90 0.95 0.80 0.85 0.90 0.95
Membership exclusion precision constraint value Membership exclusion precision constraint value

Fig. 3. Effect of precision constraint value for membership exclusion. We found that
there is no more general precision constraint value for the membership exclusion tech-
nique, and the impact of different different precision constraint values on CIFAR10 and
MNIST is not the same.

Attack performance vs. Membership exclusion precision constraint
value Compared to other score-based attacks, Two-stage HP-MIA has two
thresholds and thus takes more time in building the attack model. Some score-
based MIAs provide an empirical threshold, for example, Waston et al.[22] point
out that the empirical threshold for calibration attacks is a value only slightly
greater than 0. We would like to explore whether we can reduce the computa-
tional effort with some experience. The adversary needs to adjust the precision
constraint value 8 of the membership exclusion attack to achieve the most pow-
erful attack when constructing Two-stage HP-MIA, and we would like to know
whether 8 has an empirical value as a reference. We conduct experiments on
the MNIST and CIFAR10 datasets to observe the performance of Two-stage
HP-MIA when setting different (.

Unfortunately, we find that there is no relatively general precision constraint
value for the membership exclusion attack. Figure 3 shows our experimental
results, and we find that the value of 8 has different effects on the two datasets.
the number of exposed examples on the MNIST dataset increases slowly with
larger B, while the number of identified examples on CIFAR10 decreases rapidly
with larger . High-precision membership inference attacks require capturing
more detailed model features and example characteristics, so it is difficult to
have a general reference value. In order to construct more robust attacks, it is
necessary to spend more time to optimize the thresholds.

Attack performance vs. l; regularization [; regularization is a relatively
simple defense technique for member inference attacks|7,14,19]. We assume that
the adversary is unknown to the defense used by the victim, and both the shadow
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Table 7. Two-stage experimental results on the target model using regularized de-
fense,the datasets are F-MNIST and CIFAR10

Dataset A Train Acc Test Acc TP  Pr

0 100% 88.74% 1406 89.21%
0.0001  100% 88.77% 283 84.99%
0.0003  100% 88.16% 111 84.09%
0.0005 99.96%  88.14% 83 81.37%

F-MNIST 0.0007 99.93%  88.34% 75 81.52%
0.001  99.68%  87.87% 47 79.66%
0.005 95.12%  88.50% O 0
0.01 89.68%  86.50% 0 0
0 100% 70.61% 3866 85.34%
0.0001 99.92%  67.88% 2044 92.57%
0.0003 99.74%  69.13% 1781 90.77%

CIFARLO 0.0005  100% 68.85% 1531 92.79%

0.0007 99.88%  70.23% 583 88.74%
0.001  99.50%  66.59% 505 90.02%
0.005 98.91%  69.26% 23 85.19%
0.01 92.26%  62.26% 10 76.92%

model and the reference model are trained using the original algorithm. Table 7
shows the performance of the target model with the regularization technique and
the inference effect of the Two-stage attack. As a common method to overcome
overfitting, regularization can prevent the leakage of membership privacy to some
extent.

In general, the number of memberships that can be inferred by Two-stage
decreases significantly as A grows. It is worth noting that lower levels of I regu-
larization may not reduce the attack precision as well. For CIFAR10, the attack
precision at A < 0.001 is instead higher than that without the ls regularization
method.

Attack performance vs. Number of reference models Figure 4 shows the
TP and Pr of Two-stage HP-MIA with different number of reference models.
we use the datasets MNIST, F-MNIST and CIFARI10. in general, the attack
precision receives little effect from the number of reference models, and the
difference between the maximum and minimum precision on MNIST, F-MNIST
and CIFAR10 are 0.97%, 0.89% and 0.43%. Besides, using fewer reference models
may lead to a lower number of identified memberships. The TP of Two-stage HP-
MIA using only one reference model is the least on the target model of three
datasets.

However, we found that the increase in the number of reference models did
not significantly improve the TP except for CIFAR10. For MNIST,the highest
number of identified members was for the attack using 8 reference models, with
621, while the attack using 20 reference models identified 590 memberships.
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Fig. 4. The TP and Pr of Two-stage HP-MIA with different number of reference mod-
els. Attack precision receives little effect from the number of reference models. Using
few reference models (e.g., one) may result in a low number of identified memberships.

For F-MNIST, the highest number of identified memberships was for the attack
using 16 reference models, with 121 more members identified than when using
20 reference models. We do not recommend training too many reference models
for calculating the calibrated score when not planning to spend too much time
to deploy the attack.

5 Related Work

Black-box membership inference attacks against machine learning were first pro-
posed by Shokri et al.[19] This attack uses the output predictions of the target
model to distinguish between members and non-members of the training dataset.
MIA can pose serious privacy risks to individuals when the participation status
of members is considered sensitive. Besides, MIA can be used as a basis for more
powerful attacks such as training data extraction attacks|2,3].

A more common approach in membership inference attacks is the threshold
attack based on membership score. Yeom et al. [24] use Loss as membership score
for the attack and discussed the relationship between MIA and generalization
error. Salem et al.[18] found that maximum posterior probability and prediction
entropy can also be used as membership score. Song et al. [20] proposed modified
prediction entropy and set different thresholds for different classes to improve
the attacks. Nasr et al. [15] extended MIA to white-box scenarios and found that
the gradient norm is a strong signal to distinguish members from non-members.
Choquette-Choo et al. [4] used the distance from the sample to the decision
boundary as the membership score.This attack does not require access to the
posterior probability vector, only the corresponding label.

The previously mentioned attacks are all overfitting-based MIAs because
they only exploit the fact that the models have different behaviors on members
and non-members and do not consider the characteristics of individual samples.
Rezaei et al. [16] found that these overfitting-based attacks cannot achieve high
accuracy and low FPR at the same time.



14 S. Chen et al.

Difficulty calibration is currently known to be a more effective technique to
mitigate the high FPR problem, and this approach requires extra training of
some reference models. It was originally proposed by Sablayrolles et al. [17] in
their analysis of the Bayesian optimal strategy for MIA. They trained two sets
of reference models, one set of models was trained using the target records while
the other set was not. Then they calculated the mean of the membership score
of the target records on the two sets of models separately, and then the mean of
the two values was found as the Per-example hardness threshold.Waston et al.
[22] considered a simpler approach which uses only a set of reference models that
were not trained using the target records to compute the Per-example hardness
threshold. Carlini et al. [1] proposed the LiRA attack, which uses a Gaussian
function to fit the output of the reference models. Although this attack requires
training a large number of reference models, it greatly improves the performance
of MIA at low FPR.

6 Conclusion

In this work, we rethink the relationship between overfitting and membership
inference attacks and demonstrate that using an overfitting-based approach for
membership exclusion can effectively improve the performance of HP-MIA. Our
evaluation results show that our attack is able to identify more members while
guaranteeing high accuracy compared to other attacks.

We believe that our work in understanding membership privacy is prelimi-
nary and the relationship between example characteristics and privacy leakage
needs to be further explored. In particular, we would like to know how adver-
saries should perform effective attacks on easy examples, and how victims and
defenders have to work on the defense of hard examples.
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Appendix

A Additional experiments

Table 8. Evaluation of various data sets, model structures, and MIA methods,a = 92%

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

TP 37 173 83 4 1444
C-Loss Recall 0.37% 1.73% 0.83% 0.02% 14.44%
Pr  94.87% 92.51% 94.32% 100% 90.02%
TP 85 589 1154 18 3323
C-Conf Recall 0.85% 5.89% 11.54% 0.09% 33.23%
Pr  93.41% 91.21% 89.67% 94.73% 92.43%
TP 516 1316 3170 5959 5118
Two-stage Recall 5.16% 13.16% 31.70% 29.80% 51.18%
Pr 94.87% 90.70% 87.79% 91.42% 92.27%
a = 92%

Table 9. Evaluation of various data sets, model structures, and MIA methods,a = 96%

MNIST F-MNIST CIFAR10 Purchasel00 Texas100

TP 17 94 46 4 662

C-Loss Recall 0.17%  0.94% 0.46% 0.02% 6.62%
Pr 100% 96.91% 93.88% 100% 94.44%

TP 64 320 660 8 1621

C-Conf Recall 0.64%  3.20% 6.60% 0.04% 16.21%
Pr 94.12% 96.68%  93.48% 100% 96.89%

TP 340 806 1644 1419 3014
Two-stage Recall 3.40% 8.06% 16.44%  7.10%  30.14%
Pr  98.84% 94.82%  93.46% 96.14% 95.99%

o = 96%
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B Algorithm details

Algorithm 1: High-Precision Membership Inference Attack

1 function Membership Inference-threshold:

Input: shadow dataset Dgshadow, target model h, membership score s and
precision constraint value .. Construct the set Ui (h, s, D7, 40.) and
Uout(h, s, DL 4. )according to Equation 5

m 4 |Uin| + |Usut|

U+ 0

TPset +

fori< 1 : mdo

TP « ZquUm I[’U,j > ui]

FP «+ Zujerut I[u]‘ > ul]

TP

precision <— TP+FP

© 0 N o oA W

10 if precision > o then
11 U «+ U Uu,
12 TPset < TPsetUTP

13 if U’ == () then

14 L return fail

15 TP,k + ,_maz TPset

16 t« Uy

17 | returni¢, TP

18 function HP-mia:

19 Input: target model h, target record z, membership score s and threshold
t.

20 if s(h,z) >t then

21 ‘ return 1

22 else

23 L return ()
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Algorithm 2: Two-stage High-Precision Membership Inference Attack

1
2

© 0 N o os

10
11
12

13
14

15

16
17

18
19

20
21
22
23
24
25
26
27

28

29
30

31
32
33
34
35
36

function Membership Exclusion-threshold:
Input: shadow dataset Dshadow, target model h, membership score s and
precision constraint value .
Construct the set Uin (R, 8, D} s iow) and Uous(h, s, D2 . )according to
Equation 5
m <— ‘Uznl + |Uout|
U« 0
TPset <
fori<~ 1 : mdo
Attack the shadow model with u; as the threshold
Calculate the number of correctly identified non-members (T'P) and
the precision (Pr)
if Pr > 8 then
U +U'U Ui
L TPset < TPsetUTP

if U' == () then
L return fail

k< max TPset
k=1,2 n

,,,,,

t <+ U,
return ¢t,TP

function Two-stage threshold:

Input: shadow dataset Dshadow, target model h, membership score used
So in the first stage, membership score s; used in the second stage and
precision constraint value «.

T PP 3" 97" initialized to O

for 5« 0,1; step = 0.001 do

to + Membership Exclusion-threshold(Dshadow, by S0, 3)
Dremaining — {27, 12 € Dshadow, S(h7 Zz) < tO}

t1, TP + Membership Inference-threshold(Dremaining, b, S1, @)
if TP > TP°P" then
TPP < TP P « tg
P —
| return toPt Pt

function Two-stage attack:

Input: target model h, target record z, membership score used sp in the
first stage and its threshold to, membership score s; used in the second
stage and its threshold ¢;

if so(h,2) < to then
‘ return ()

else if s1(h,2) < t1 then
‘ return ()

else
L return 1




	Two-stage High Precision Membership Inference Attack

