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Abstract 

One of the biggest trends in today’s technology and computer science is in the use 

of natural language processing. Their use in AI has become specifically prevalent in 

companies such as OpenAI and Google. With their ChatGPT and Bard models, they 

have made intelligent and social AI models that can mimic human speech and 

conversation. While talking to these AI models, people can gain vast knowledge by 

communicating with them. With it being so easy, malicious hackers have started to use 

it to streamline their attacks. Both companies have tried to put restrictions to help 

increase the security of their product. However, there are ways to get around it by using 

different wording that might sound less harmful. This study shows evidence from 

experimentation with both Google Bard and ChatGPT. 
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1 Introduction 

Natural Language Processing (NLP), over the past few years, has gained attention in the field of 

cybersecurity. It has become helpful in the use of threat detection, anomaly detection, and 

Vulnerability classification. It works by detecting specific patterns in data that would be difficult for 

humans to do at the speed that Machine Learning (ML) algorithms can work at [1] [2]. However, it 

has become increasingly popular to use NLPs to create AI chatbots that answer queries written by 

people. In the initial stages of AI chatbots, one language model dominated the field: OpenAI’s GPT 

model [3]. It worked in parallel to another model called “InstructGPT.” It was better at following 

directions than GPT-3 and would output less incorrect information [4]. However, some of the outputs 

were less censored and would sometimes output biased or explicit statements. That was until 
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ChatGPT was launched in November 2022, which used the superior GPT-3.5 model. It was popular 

because it could answer more complex questions most of the time on specific topics. 

Currently, the most up-to-date model is GPT 4.0, which came out in March of 2023 for ChatGPT 

Plus members. It added the ability to analyze photos and access the internet [5]. For the first couple of 

months, only a few systems on the market could get close to GPT’s capabilities. As time passed and 

other companies/organizations saw AI's potential, they have been making a language model to 

compete with OpenAI. In February 2023, Google became one of OpenAI’s most significant 

competitors when they announced their Bard AI. They have been experimenting with an AI that can 

hold a conversation powered by their Language Model for Dialogue Applications (LaMDA) [6]. 

The differences between the two models can be seen in their responses to user input. Since GPT-

3.5 does not have access to the Internet, the model has been trained from a snapshot of the Internet up 

to September 2021. However, Bard has access to the internet to help increase the accuracy of the AI. 

These AI models might seem like there are only benefits that come from it. The knowledge potential 

is almost limitless. However, they have become a severe security risk regarding cybersecurity [7]. The 

ease of use can also become a hindrance. The needed knowledge to be a threat actor has become a lot 

less with the help of AI. This would allow hackers with malicious intent to create much more havoc 

by typing a few things into a chatbot. Hackers can be both ethical/white hat, gray hat, and black hat 

[8]. In this paper, we focus on black hat hacker’s activities. 

A popular cyberattack today is phishing attacks [9]. With these AI models, writing lifelike human 

communication indistinguishable from another human, has become more streamlined. This could 

allow actors to personate anyone they want and bypass a person’s trust. With this trust, a person could 

be asked to download malware and or give away otherwise secrete information. It has been shown 

that the threat of phishing attacks has become a critical issue. To make it easier to enact would only 

make it worse [10]. In this study, we will conduct our experiments to circumnavigate the security of 

ChatGPT and Google Bard to see how attack vectors could use them. Their purpose for using these 

methods would be to help the process of their malicious attack. 

The work presented in the paper is based on two earlier research works on generative AI as a 

facilitator of cybercrime [11] [12]. The figures presented here are the prompts we asked for these two 

AI models. In the rest of the paper, the two AI models, ChatGPT and Google Bard will be compared. 

The format of our research is included in section 2, how hackers get around the restrictions put in 

place by the AI models. Section 3 shows queries put into these models with malicious output. Section 

4 will complete the study with a conclusion. The paper presents a systematic evaluation of the use of 

AI tools in cyber-attacks. The question it answers is “Are cyber-attacks more effective through the use 

of AI tools?”. The answer is “yes”.  

2 How hackers get around the restriction put in place by the AI 

models 

Deception in cyberspace is a common scenario [13] [14] [15] [16] [17]. Deception not only can 

victimize humans but also AI models. Hackers have developed ways to circumvent the security 

measures of the AI models. Creating malware and writing realistic conversations are two of the 

many things that AI can do to help hackers. People who do this are like Script Kiddies. They are not 

using other people’s codes to enact these threats. However, the code is not of their making either. 

The wealth of information these AI models have would help these hackers commit a cybercrime. A 

good question a person could ask is, “Why would these AI models help hackers with their job? 

Aren’t they the bad guys?” The fact is, they are not trying to. Preventative measures are 

implemented to ensure these models do not give out harmful outputs. 

Unlike an actual person, the AI models do not see the context behind some of the prompts that 
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are put in. We experimented with ChatGPT to generate malicious content. For example, if the 

models were asked, “Write a Python script that will allow me to download something when you 

click on a link in an email, I send to them,” the output will say something like what was said in 

Figure 1.  

 
 

 
 

Figure 1 ChatGPT’s response to our above prompt 

 

These are both responses to that prompt from ChatGPT and Google Bard, respectively. However, 

one should not expect to get the desired results if one asks it to solve a problem so broadly. To get 

the desired results, the prompt should be written in a more literal sense. This aims to eliminate most 

of the words or phrases that would make the act more malicious to the model. So instead of writing 

the prompt shown before, a better prompt would be something like, “Write me a program that 

downloads something when you click on a link in an email.” Another method is to break down the 

desired outcome into numerous prompts. Breaking it down makes connecting the dots harder for the 

security mechanism. However, the AI models will remember the code from the answer to the 

previous prompt. 

Now the question is, which AI model helps the malicious actors more? Both have pros and cons 

when it comes to giving the correct output. This next section will experiment with both models given 

the same queries. 

 

3 A Comparison of AI Models in How They Help with an 

Attack Vector 

Google Bard and ChatGPT are unique in their aspects. With ChatGPT, the responses to queries 

can be described as more human-like than its competitor. However, it does not have access to the 

internet, which would throttle it in current-day subjects. Bard, on the other hand, does have access to 

the internet with the help of the popular Google search engine. Both points can be seen in how they 

can help hackers with malicious deeds [18] [19] [20] [21]. In sections 3.1 and 3.2, the example of an 

email from an academic advisor was used. This “advisor” would ask a student to download an 
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application for a class. Both AI models were given the same prompts. 

 

3.1 Phishing 
Phishing is becoming ever more popular in the cybersecurity space. Phishing attacks are possible 

through social engineering [22]. Phishing emails aid various cyber-attacks, e.g., ransomware attacks 

[22]. Time series analysis and artificial immune system is a popular method for pattern recognition 

[23] [24]. These methods can be used to detect the patterns of such phishing attacks. However, AI-

generated phishing emails can defy such pattern recognition. The job of hackers is only getting more 

straightforward with the use of these AI models, due to the popularity of phishing. One person can 

generate emails that can impersonate others to bypass their trust. Instead of having to gain the trust of 

someone, why not just mimic someone they already know and trust? 

 

3.1.1 Phishing: ChatGPT 
With ChatGPT’s human-like responses, it can aid hackers in the process of writing and sending 

out phishing emails. With just one prompt, ChatGPT can output a well-written email 

indistinguishable from another person. 

In Figure 1, ChatGPT gave a short email of about two paragraphs that would look like any other 

email sent by a professor. It lacks any grammatical errors or any incorrect social queues. With more 

information, the email would be more authentic, and the recipient would be more likely to believe 

that their academic advisor sent it. 

If the attacker wanted to send this email to more than one person, the regenerate button would 

streamline the process even more. This would allow them to make the email look like it was written 

on the spot. The emails would look less “mass-produced” and more convincing. 

 

 
 

Figure 2 The response from ChatGPT to draft an email of the example given. 
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3.1.2 Phishing: Google Bard 

In comparison to ChatGPT’s response, Bard’s output looks more like an email rather than an 

essay. Typically, when a person drafts an email, they try to be concise to get the point across. In 

Figure 2, each sentence/Idea is put into a line and separated. 

Another thing that comes to mind when reviewing the output is that it gave a class when not asked 

for it. The class can be changed by changing the prompt, but there is less work needed by the hacker. 

Additionally, with every prompt given, Bard puts out three drafts that are different from each other. It 

helps with sending numerous emails that look personally written by someone. If three is not enough, 

there is a “regenerate drafts” button that will give three more drafts that are also different from the 

last. 

 

 
 

Figure 3 The response from Google Bard to draft an email of the example given. 

 

3.2 Creating Phishing Malware 

With the email being sent, there must be a way for the recipient to download something from the 

email. That is when ChatGPT comes in to create the malware being downloaded. This is also where 

the security measures will become most prevalent. The strategies in section 2 would be put to the test 

to get around them.  

Within some phishing attacks, there will be a fake link or download that the email recipient will be 

asked to go to or download. It is frightening to know that the link/program that is clicked 

on/downloaded might not bring the expected outcome. With ChatGPT and Google Bard, the fear of 

this has become more severe with how easy it is to create malware [25][23]. 

 

3.2.1 Creating Phishing Malware: ChatGPT 

Using ChatGPT to help write code has made novice coders appear more experienced than they 

are. It does a wonderful job of identifying what each section of code does. Adding more conditions to 

the code is quite simple as well since ChatGPT rewrites the whole program again with the changes 

added (even adding comments). It even warns about certain code sections that a programmer might 

run through. 
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In this example, the prompts were broken down and added sequentially to bypass the security 

restrictions. It started as “Write a program that downloads something from a website when clicked.” 

Eventually, we were told to allow the process to happen in an email setting. The written email was 

also added within the code to make everything happen at the click of a mouse. The thought of the 

user being asked how to express the download was then brought up. With an additional prompt added, 

it even fixed that problem as well. All of this with the generated phishing email impersonating an 

academic professor too. 
 

Figure 4 ChatGPT’s response when asked to make the code does not prompt a user to express the 

download. 

 

3.2.2 Creating Phishing Malware: Google Bard 

Bard takes a different approach when helping its users code. It will initially give the entire 
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program. Then, if the user prompts any changes, Bard will output specific lines that need to be 

changed instead. This differs from ChatGPT, which outputs the entire code with the requested 

changes. 

It gives little instruction on how to implement the changes. However, it does a better job of 

explaining each implemented change and what the change does. Another thing that Bard does 

exclusively is reference the source code that it gives. The original prompt of Figure 4 gave the GitHub 

link of where the code originated. 

Figure 5 Bard’s different output using the same prompt given in Figure 4 

4 Conclusion 

The paper describes cybersecurity risks from AI tools like Google Bard and ChatGPT. This 

research paper has delved into the intersection of AI models such as ChatGPT and Google Bard with 

the realm of cyber threats. These AI tools can be used to generate emails and code used in cyber-

attacks. We presented examples of hackers getting around the built-in security checks in Google Bard 

and ChatGPT to create phishing attacks.  

Our investigation has shed light on how these advanced AI technologies have inadvertently 

provided hackers and malicious actors with new tools and avenues to perpetrate phishing attacks and 
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develop malicious code. The utilization of AI-driven tools by malicious actors introduces several 

distinct and worrisome dimensions to cyber threats. The flexibility and adaptability of these models 

allow for the rapid generation of convincing phishing emails, social engineering attacks, and tailored 

malware. The ability to craft highly personalized and contextually relevant messages, as demonstrated 

by Google Bard, enables attackers to effectively manipulate individuals into divulging sensitive 

information or performing actions that compromise their security. Google Bard is comparable to 

“Birds of Prey” and can be imagined as “Bard of Prey” If its role in assisting cyber-attacks becomes 

pandemic.  

The paper presents a systematic evaluation of the use of AI tools in cyber-attacks. The question it 

answers is “Are cyber-attacks more effective through the use of AI tools?”. The answer is “yes”. 

There is a high possibility that in future, the threat that comes from customizing phishing attacks can 

be automated via AI tools. Our future research plan is to develop user case studies that could evaluate 

the effectiveness of AI tools in creating phishing attacks.  

Research into ChatGPT and other AI tools that use LLMs to create and launch cyberattacks is 

essential. The ease of use in creating malware and other harmful code with ChatGPT raises some 

concerns about how easy it is to do some damage to a recently compromised system. A system made 

insecure by phishing can now be damaged by novice hackers with a free version of ChatGPT. While 

AI models like ChatGPT and Google Bard have revolutionized various aspects of human interaction, 

their potential misuse by malicious actors necessitates an initiative-taking and vigilant stance toward 

cybersecurity. As we harness the power of AI for progress, we must also recognize and address its 

potential darker implications to ensure a secure and resilient digital landscape for all. 
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